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1 WGISS Plenary Session, Part I 

1.1 Welcome, Introductions, Logistics
Satoko Miura, WGISS chair, welcomed all to WGISS-35, where the expectation is to promote activities and share information.  She thanked the Instituto Nacional de Pesquisas Espaciais (INPE) for graciously hosting the meeting, adding that WGISS looks forward to hearing about their activities.  She asked the participants to introduce themselves.
Lubia Vinhas welcomed the participants to INPE for WGISS-35.  She explained a variety of logistics involving transportation, meals, and other details.    
1.2 INPE Welcome Address 
Dr. Leonel Perondi, (INPE Director General) welcomed all participants to the working group meeting in the name of INPE. He expressed compliments to Satoko and Richard Moreno (WGISS vice-chair) and the interest groups and project teams for their excellent work.  He also congratulated Lubia for coordinating the meeting, and acknowledged Julio D’Alge, Ivan Barbosa, Leila Fonseca for their contributions. 
INPE has been involved in international cooperation in the area of space and Earth observation since the 1960s.  INPE works in space science, space technology, meteorology, and climate change, following a complex cycle of innovation to make information available to society. The agency is involved in basic research, applied research, products and services; new developments and ideas to benefit industry. The INPE center for weather forecasts is recognized as a WMO center of excellence. In the area of space technology, they have designed, developed and operated five satellites, with the CBERS missions in cooperation with China.  INPE has distributed more than one million scenes since 2004.  
INPE has pioneered a system to determine annual change in the Amazon forest, deforestation rates and related data.  This is an important instrument for developing long term policies.  An almost real-time system produces alerts for illegal activities, resulting in a significant drop in deforestation.  INPE has partnerships for training, capacity building, and to make systems available to other countries for monitoring of their forests.  

INPE is in the forefront in developing open source tools, is committed to provide non-discriminatory full access to data, and has agreements for long term climate change research. INPE is a member of an international cooperation involving the Americas, the Inter-American Institute for Global Change Research (IAI).  
INPE is an active member of CEOS and its working groups.  The participation of INPE in WGISS has the general objective of fomenting cooperation, which is very much aligned with INPE’s mission.  INPE is active in almost all the working groups of CEOS (WGISS, WGCV, and WGCapD).

Dr. Perondi expressed wishes for a profitable and successful event.  He wished the participants a nice stay, and invited them to visit any place on the institute.
Satoko thanked Dr. Perondi for hosting WGISS-35 and for the participation of Lubia in WGISS.  Kerry Sawyer thanked INPE on behalf of CEOS for all their contributions, noting that INPE is the only organization that has led CEOS three times, and is the only representative from South America to WGISS.  She also thanked INPE for their leadership and cooperation with the three working groups and LSI, as well as other CEOS initiatives.  

1.3 Adoption of Agenda

Satoko asked the participants to review the agenda. UKSA and ESA asked to be added to the agency reports session. There were no other questions or modifications.
1.4 WGISS Infrastructure Services Project (WISP)
Martin Yapur thanked INPE for their hospitality and all the technical and logistical arrangements made.

He noted that WISP is now being supported by Anne Kennerley and that Kim Keith continues to provide support. He stated that WGISS has been successfully using the GoToMeeting web-conferencing services and plans to continue, using the NOAA license (Meeting ID: 979-290-584). 
Meeting documents can be found on Google Drive: Username WGISS.support, pw: @wg1ss35. Photos are loaded on Google photos (Picasa), with the same credentials. Martin specified the naming format to be used for presentations, and asked everyone to please use the correct format.
Martin reported that the WGISS mailing lists have had a number of difficulties since they switched providers to Amazon. A new email list has been created for OpenSearch: CEOS_opensearch.  The WGISS-All list needs to be cleaned up, as it has many emails of people that are no longer active.
Action WGISS-35-1a: Martin Yapur to send the WGISS-All mailing list to WGISS agency representatives for review and to suggest additions and deletions; by May 21, 2013.

Action WGISS-35-1b: WGISS agency representatives to review the WGISS-All mailing list and return edited version to Martin Yapur; by May 31, 2013.

The WGISS website contains the latest WGISS structure.  Martin requested support from WGISS members to continue managing the main content of the WGISS website, to engage with the VCs and discuss potential support to encourage a more relevant presence in the CEOS website. He also would like to generate outreach materials and define a WGISS logo. WGISS can continue supporting outreach activities such as the recent Future Products Workshop.
Kerry suggested that it would be best to use only the CEOS logo and brand.  
Action WGISS-35-2: WGISS members to contact Martin Yapur with suggestions for improvements to the WGISS website; by June 30, 2013.

1.5 WGISS Chair Report
Satoko Miura, WGISS Chair, gave the following reports.
CEOS Plenary Meeting, October 25-26, 2012: The WGISS 5-Year Plan was approved as presented. Some concerns were raised on the topic of WGISS needing to consider overall data access including CWIC-HMA interoperability. WGISS took an action to investigate/ coordinate/ consider this and prepare a report by the SIT-28 meeting (March 11-15, 2013). The Disaster - Adhoc DRM (Disaster Risk Management) team (led by ESA) reported status and future plan. Concerns were raised, and after discussion, the amended plan was approved. The implementation plan will ensure complementarity with the Disaster SBA team's activities.

CEOS-GEO Action Workshop: January 23-24, 2013: WGISS is leading three actions and participating in five actions:
IN-03-C1_2: Work with the GCI Providers to facilitate search and access of satellite data -> CWIC, FedEO, CEOS Opensearch, details will follow later.

DI-01-C1_2: Enhance the use of satellite data for disasters -> GA.4.Disasters project

WA-01-C1_5: Enhancement of CEOS Water Portal -> CEOS Water Portal project

IN-02-C1_3 & IN-02-C1_5: Related to QA4EO, led by WGCV -> WGISS contributes by implementing “joint actions”.

IN-02-C2_1: Global Datasets, led by UKSA/WGCV -> WGISS contribution is TBD.

ID-02-C2_1: Integrate GEONetCab project website with the GEO web portal and WGCapD website, led by INPE/WGCapD -> WGISS participation will be discussed during the WGCapD workshop.
CL-01-C1_1: Seek to improve the interaction between reanalysis center activities and Space Agency reprocessing efforts, led by NOAA/WGClimate -> WGISS participation is TBD.
SIT-28: 
· WGISS response to the Plenary action: The CEOS OpenSearch concept (both of CWIC and FedEO will specify and implement CEOS OpenSearch) was welcomed and endorsed. The FedEO (based on HMA-science) team and the CWIC team agreed to specify and implement one common external interface, “CEOS OpenSearch”. Details need to be discussed by the teams from FedEO and CWIC. Tentative milestones: Specify the standard using current implementations of the specifications after SIT-28 (September 2014); FedEO and CWIC teams to implement the CEOS OpenSearch standard for external client access around February 2015. CEOS and other community portals will need to implement only one access standard to search and access data from CWIC and FedEO. 
· Recommendations on CEOS agencies' open data discovery and access: WGISS prepared and proposed three recommendations to improve CEOS agencies’ open data discovery and access. Those recommendations were adopted:
1. [Datasets Registration] CEOS agencies are strongly urged to register their datasets to IDN.  Target date is the next CEOS Plenary Meeting
2. [IDN Data Maintenance] In order to keep datasets accurate and timely, each agency should check their records in IDN periodically. 

3. [Navigation for users] CEOS agencies should take the appropriate measures for easily leading users to products after data discovery.  

· WGISS reporting: WGISS (and all other working groups) will be requested to report their activity plan for the following year. If those activities are endorsed at the CEOS Plenary, they will be included into the CEOS Annual Workplan. 

· Disaster and WGISS: The CEOS Self Study Topical team recommended the creation of a new working group, merging DRM, Disaster SBA activities and WGISS GA.4.Disasters. After discussion, it was agreed that a small group will prepare a TOR for this future disaster activity study group. The TOR is now under review by CEOS-SEC and will be finalized before the next SIT Workshop (September, 2013). 
· SDCG, LSI and WGISS: The CEOS Self Study Topical team recommended in its report to merge SDCG into WGISS, but this was withdrawn. Instead, it was agreed to create "a study group on organizational approaches for ensuring coordination of LSI in CEOS" (TOR was approved), consisting of LSI VC, SDCG and WG-Climate members. The overall objective of this group is to recommend internal CEOS organizational structures for ensuring sustained coordination of LSI. The TOR includes WGISS-related description "Review the related functions of WGISS and how they are best considered in this context".  The final report will be prepared at the Plenary meeting in November. 
· Three actions were set for WGISS

[SIT_28-16] WGISS Chair, in coordination with CEOS SEC, to encourage improved dataset registration and maintenance within the IDN by all CEOS agencies and report the status. Due date: SIT Workshop (the week of September 9). The following information will be needed by the end of August: Number of registered datasets in the IDN (as of March. 2013 and as of August 2013).
[SIT_28-17] WGISS to work with GEO Secretariat to ensure that the IDN becomes an official GEO resource. Due date: SIT Workshop (the week of September 9) -> through coordination with GEOSEC on Sprint to Summit and others, this should be reflected.

 [SIT_28-18] WGISS Chair to report to CEOS Plenary on progress towards specification and implementation of CEOS OpenSearch. Due date: CEOS Plenary (November 2013).
· Three actions are related to (or impact) WGISS:

SIT_28-12: SIT Chair Team, in cooperation with the VCs and WGs, to further develop the harmonised statement of 2015 accomplishments of VCs and WGs (using the updated VC TORs) – defining scope and value-added of the groups in achieving the deliverables (~CEOS Plenary).
SIT_28-13: SIT Chair Team to work with VCs and WGs to identify outputs (such as key reports) that the groups feel did not receive adequate attention from SIT/Principals to be raised at the SIT Workshop.
SIT_28-30: Ivan Petiteville to coordinate the creation of the study group  in charge of proposing organisational approaches to ensuring coordination of CEOS disaster-related activities, to be presented at SEC-176 (May 9).

Action WGISS-35-3: Interest Groups and Projects to propose to WGISS Chair their 2014 activity plan; by August 19, 2013.
Action WGISS-35-4: IDN Interest Group to provide Satoko with the number of registered datasets in the IDN (as existed before SIT-28 and before SIT Workshop); by August 19, 2013.

Contribution to GEO Sprint to Summit (StS):
Revised notes were distributed within the Infrastructure Implementation Board (IIB) on April 11.

Several scenarios will be developed for the demonstrator. These may include GEONETCast (addressing the needs of users in developing countries), Blue Planet (global initiative), Disaster (including the Caribbean flood pilot), Energy, Biodiversity, and Land Cover. The open call for showcases went out from the GEOSEC on April 24th with a deadline May 17th. A one-page description of each showcase video should be developed in time for submission in response to the open call. More elaborate demonstrators should be developed and presented at the Work Plan Symposium in Geneva 4-6 June. Further refinements will be done in several steps after feedback received at the WPS, from the Ministerial Working Group, and from the Executive Committee and Boards. In parallel to the definition of the scenario for the demonstrator, the functionalities and improvements of GCI needed to support the StS and to address other known issues should be considered.

Twelve issues have been identified and will be addressed in the order of priority. One of those is closely related to WGISS activities:
#9: Verify registration, discovery, and search of all remote CWIC and FedEO inventories (by time and geography) trough a consistent user interface.

WGISS responded to the GEOSEC: “We are pleased to lead issue #9”. As a result Espen/GEOSEC requested WGISS to prepare a presentation for the WS and/or IIB meeting, and a proposal (or several proposals) for demonstration (scenario) by May 17.
Presentation at the GEO Workplan Symposium:
GEO Workplan Symposium (WPS) will be held on June 3-6, 2013; IIB meeting will be held on June 2 and 6-7.
Satoko reported that she plans to attend both meetings, and requested input on anything WGISS should present in addition to the inputs to Sprint to Summit. Satoko displayed the scope of Task IN-02-C1 Expected Achievements by 2015.
1.5.1 Discussion on CEOS Issues

Satoko lead a discussion of the CEOS issues presented previously.
Discussion topic #1: Contribution to GEO Sprint to Summit and Presentation at the GEO Workplan Symposium
Regarding issue #9 (Verify registration, discovery, and search of all remote CWIC and FedEO inventories (by time and geography) through a consistent user interface),what/how should WGISS prepare a presentation and proposal, and are there possible contributions to the other eleven issues.
Brian Killough noted that what GEO is requesting is a three minute video that could highlight the tools available for satellite data search and access.  WGISS works within the GCI area, and may be able to contribute to one of their showcases. Satoko added that the WGISS contribution would be a part of the CEOS demonstration.  The call for proposals called for three minutes, and WGISS could develop a very compelling amount of information (story) in that time span.  Satoko proposed that WGISS respond that WGISS would be pleased to submit a proposal, adding that they will want something with a user bent, not a technical bent. Espen suggested preparing a scenario based on issue #9 (Verify registration…) by May 17. The proposals are being prepared in time for the July Executive Committee.

Wyn Cudlip commented that issue #9 is the WGISS priority, but the video is what gives WGISS exposure.  Mirko Albani agreed that the concrete actions are the ultimate goal, and the video is not the key target.  Andy Mitchell summarized that WGISS is not going to focus on the video, but rather on the action, and everyone agreed to Andy’s recommendation to focus on the action and not prepare a video.

Mirko suggested having a booth with a live demonstration (or video) as an alternative; there is more time to accomplish that.  

Discussion topic #2: How to improve CEOS Agencies' Data Discovery and Access

What can (or should) WGISS do to support the three recommendations to improve CEOS agencies’ open data discovery and access. Since CEOS agencies are strongly urged to register their datasets to IDN, WGISS needs to draft a letter that will be sent to all the agencies to register their DIFs.  There will be a governance model to control DIF creators and agency input; a PoC in each agency will receive regular contact asking for updates. Nitant Dube suggested an automated email with a list of all DIFs, those which need updates, and the date the DIFs were last updated. Andy suggested a DIF management tool.  
Costas Theophilos asked about broken links.  Michael Morahan replied that the link checker is run weekly and notices are sent out once a month.  It was suggested that there also be a CEOS PoC on this to receive the notification of broken links. It would be useful to create a “tiered” list of point-of-contact. Wyn noted that GEO is recommending that the IDN has the official stamp, and this should be included in the letter that is being drafted.  

The last recommendation: ‘CEOS agencies should take the appropriate measures for easily leading users to products after data discovery’, is not really clear. The IDN is just for discovery, not for access; there is an access link, but adding it is not part of the standard practice. It was suggested to make it a “best practice” to have the agencies include the link or access information, including codification of directory level/catalog level.
Action WGISS-35-6: The IDN Interest Group to produce an automated report of DIF information for each agency, and to set up a periodic distribution to the agency contact list; by June 30, 2013.

Action WGISS-35-7: The IDN Interest Group to investigate a DIF Management Tool; by WGISS-36.

Action WGISS-35-8: The Technology Exploration and IDN Interest Groups to create a Best Practices document for easily leading users to products after data discovery; by WGISS-36.
1.6 CEOS Executive Officer (CEO) Report

Kerry Sawyer, CEOS Executive Officer, presented 2012 CEOS Plenary Outcomes and 2013 CEOS Work Plan. 
Kerry noted that the Bangalore Statement (2012, 26th CEOS Plenary) included, pertaining to WGISS, the “Development of a more integrated approach in the application of Earth observations for the purposes of disaster risk management” and “Close collaboration with all countries, especially developing countries, to share new sources of EO satellite data and enhance their governments’ capacity to apply these data for societal benefit”.
From the Priority Objectives for 2013, WGISS is expected to participate in the areas of disaster risk management and data availability and access, and to work to improve the overall level of complementarity and compatibility of their Earth observation and data management systems for societal benefit.  
Of the eight elements of the 2013 CEOS Work Plan, the expected CEOS 2013 outcomes that affect WGISS are:

· CEOS Support to Further Key Stakeholder Initiatives: Continued dialogue on potential CEOS contributions to Integrated Water Cycle products and services: CEOS will engage with GEO to identify specific ways in which CEOS can support improved water cycle products and services, including the Water Cycle Integrator (WCI), and through data portals (including CEOS Water Portal).
· Adoption of recommendations from the 2011 CEOS Self-Study

· Disaster Risk Management: Enhanced support for Disaster Risk Management (DRM): CEOS DRM activities are intending to include and leverage existing disaster-related efforts supported by CEOS Agencies, including work on the GEOSS disasters and risk management architecture conducted by WGISS.  This activity will also take into account ongoing CEOS Agencies’ regional pilot projects such as flood risk mitigation, warning, and recovery, and development of a more reliable warning tool for volcanic ash monitoring.
· Capacity Building and Data Availability and Access: Continued support to the development and operationalization of the GEOSS Common Infrastructure (GCI) and its CEOS-related elements. Through the Working Group on Information Systems and Services (WGISS), CEOS Agencies will foster the implementation and enhancement of the GEOSS Common Infrastructure (GCI) through continued development and coordination of tools that improve discovery, interoperability, and access to satellite data such as the CEOS WGISS Integrated Catalogue (CWIC), the International Directory Network (IDN), and the Heterogeneous Missions Accessibility (HMA) protocol-based system.  WGISS will investigate opportunities and obstacles for interoperability of HMA and CWIC, and make recommendations to CEOS leadership in the further coordinated development of both systems, including consideration for how to work with GEO.  WGISS will also work with the CEOS Systems Engineering Office (SEO) to optimize the use of portals sponsored by CEOS Agencies, Virtual Constellations, and SBA Teams, to enhance dataset discovery and access by users.
 

Kerry listed the GEO Work Plan components in which CEOS participates.
Infrastructure: IN-01, IN-02, IN-03, IN-05

Institutions and Development: ID-01, ID-02, ID-04
Information for Societal Benefits: SB-01, SB-02, SB-03, WA-01, DI-01, HE-01, EN-01, BI-01, CL-01, CL-02, AG-01 

Kerry reported that a successful Virtual CEOS-GEO Actions Workshop was held in January. Since the actions are a living document, they will entertain proposals for additional actions throughout the year so if anyone is interested in proposing a new action, they may do so.

The actions highlight the commitment of space agencies to implement the Global Earth Observation System of Systems (GEOSS). They focus exclusively on space segment aspects and efforts of space agencies to implement components of the GEO Work Plan and GEOSS, and are captured in the annual CEOS Implementation Plan

Kerry expanded on the Implementation Board, which has about 15people, one of which is a CEOS representative. Satoko is on the mailing list, and will make a presentation for WGISS.  WGISS is not a member, but a contributor, and involved in tasks.  The CEOS level will discuss this to see who will be their representative; information can be shared closely. 

Kerry reported the SIT-28 main discussion points, outcomes, and actions from SIT-28:
1. Provide specific input to the Post-2015 GEO Working Group relating to overall organisation structure for GEO (28-1), and prepare for CEOS inputs to the 2014 GEO Plenary and Ministerial Summit (28-3).

2. Endorsement of the SDCG Global Baseline Strategy (Element 1), and agreement to follow-up with key implementing agencies. (28-4, 28-5, and 28-6)

3. Endorsement of the SDCG’s proposed development of the Element 2 (National Services) strategy for presentation at SIT-29 (28-7).

4. Endorsement of WGCapD’s capacity building inventory, and agreement of a series of actions (28-9, 28-10) to engage CEOS agencies in populating the inventory.

5. Endorsement (during a mini-CEOS Plenary session) of JAXA and CSIRO as CEOS Chair for 2015 and 2016 respectively (28-10).

6. Harmonise VC terms of reference and the description of expected 2015 accomplishments for the VCs and WGs (28-11, 28-12, 28-19) including information on ‘Consistent Access’ to data.

7. Develop CEOS support to the GEO Blue Planet Task, and a proposal for the operational oceanography activity (28-14, 28-15).

8. WGISS will focus CEOS’s data access and discovery for GEO on the IDN (28-16, 28-17, 28-18).

9. A study group to recommend the CEOS approach to land surface imaging (28-20).
10. Concurrence on responses to the Essential Questions, and reports from the Topical Teams on Major Meetings, Roles and Responsibilities, and Decision Making (28-21).

11. Agreement to work with CGMS on a proposal for a joint CEOS-CGMS Climate Working Group (28-23, 28-24).

12. Support the CTF to conclude the CEOS Carbon Strategy (28-26, 28-27, 28-28).

13. Progress to continue towards a DRM observation strategy, and towards coordination CEOS disaster-related activities (28-29, 28-30).

14. To write expressing support of the Geodetic Observing Network (28-32, 28-33).

15. Agreement that the ad hoc team on GEOGLAM continue its work, and report to Plenary (28-34).

Kerry also reported on the CEOS Self-Study Implementation Initiative (CSSII).  Three topical teams concluded reports on roles and responsibilities, major meetings, and decision-making processes. The CEOS basis for creating the three CEOS Strategic Guidance Documents is:
CEOS Strategic Guidance (10-year life);

CEOS Governance & Processes (5-7 year life); and

CEOS 3-Year Work Plan (rolling, updated annually, 2013 version released).

The CSSII is targeted for completion in 2013, culminating with CEOS Plenary in November.

Kerry remarked that regarding the roles and responsibilities on disaster and climate: the WG on Disaster would replace the Disaster SBA, and the WG on Climate would replace the Climate SBA.
Satoko thanked Kerry for her support to WGISS.

1.7 Systems Engineering Office (SEO) Report


Brian Killough gave the SEO report, discussing the Data Policy Study 2013 (a CEOS action, ID-01-C1_3, Due: 31-Dec-2013): “Conduct an assessment of data sharing policies for past CEOS missions and develop an online database.”
Brian reported that a prototype online database was released on April 1, just prior to the SIT-28 meeting (http://www.ceos-data.org/dev/). Initial agency review has been completed; feedback was solicited from all agencies in the database, but feedback was only received from about 10 agencies. He requested WGISS feedback on the database content and format, which he summarized. The development team would also like to conduct another agency review using the online database, targeting a few agencies with known issues and missing information. The complete final report and online database will be released in time for the CEOS Plenary. The team also plans to investigate integration of the Data Policy information with the MIM database.

Brian listed the assumptions and results of the study. From 387 mission-instrument combinations, 42% are open (no registration), 22% are open (simple registration), 6% are open (advanced approval), 14% are restricted, and 16% are ‘no access or unknown’. Overall, 70% of CEOS mission data is accessible (OPEN) and all missions launched since 2000 are also OPEN. The first release of results is available on the CEOS website under SEO and a prototype CEOS Data Policy Portal can be found at http://www.ceos-data.org/dev/.
Brian displayed images of the Data Policy Portal and gave a demonstration of the data explorer. Brian listed a few initial findings. He requested written feedback from participants.  Wyn asked if there is any coordination with EO Handbook, since a lot of this information is there, and Brian confirmed that there is.  Nitant requested adding a column on orbit type. Regarding the statistics given on DataCORE/ CWIC/ IDN/ HMA, Andy asked what their purpose is. Brian replied that the intention is to show how CEOS fits into this larger GEO community; it is meant to reflect the number of datasets, for relevance (CEOS/GEO/WGISS).  Andy noted that WGISS can contribute on the client column. Agencies could do a quick review of this information found on the client portal for each open dataset available to make sure it is correct.
Action WGISS-35-5a: Brian Killough to notify WGISS-All when the changes and improvements to the Data Policy Portal are complete; by May 31, 2013.

Action WGISS-35-5b: WGISS-All to review the Data Policy Portal and provide Brian Killough with feedback; by June 30, 2013.

1.8 Status on WGISS-WGCV Joint Actions

Satoko gave a status report on the WGISS-WGCV joint actions from WGISS-34. At the last WGISS-WGCV joint meeting, it was agreed to participate on the following joint actions/activities:

Action 1: WGCV teams should also suggest ideas of quality data metadata fields for the key sensors and products.
· WGISS to look at quality metadata for WGISS 35, starting from collection level (led by Tech Exploration IG); the interest group prepared questionnaires and distributed them to WGISS members.

· Common definitions on quality is needed. WGCV will work on this. After a new QA4EO secretariat was formed at NPL in UK, a QA4EO Implementation Task Force was structured in January 2013. The task force is having regular teleconferences and progress is being made. The task on quality definition should start soon.

· Work together based on above results and prepare example(s). Show and appeal to CEOS members; not started yet

Action 2: Metadata requirements for quality need to tap each WGCV working group for sensor information. Have WGISS find out what is available. Get NASA ESIP feedback on this and others.

· WGCV and WGISS chairs will send e-mail to WGISS/WGCV members to document all the quality related activities. Not yet (but regarding WGISS, Action 1 will take care of this one also).

· Nigel will provide QA4EO. Nigel Fox is a member of the QA4EO Implementation Task Force and the task force meets regularly via teleconference.

Action 3: Data access of CEOS Test Site information starting with CEOS IVOS sites, LPV sites, SAR, DEM and others. Recommend starting with some key examples. SG support needed.

· WGCV will provide necessary information to WGISS/CWIC.

· CEOS WGISS Integrated Catalog (CWIC) will support this. Completed (Data access to all the test sites became available in October 2012.)

Action 4: Quality indicators - Get WGCV SG support and ideas and ideas from WGISS. This will follow Action1.
Action 5: How does quality assurance information on ECV products get populated and stored and what documentation components are needed.

· WGCV will contact to Climate WG to obtain quality assurance requirements; it is part of QA4EO Implementation, the work will follow.

· WGISS/DSIG will contribute to this, especially regarding long term data preservation; action is awaiting the above requirements.
· Input to GEO WP Component IN-02-C1; depends on the above two actions.

Action 6: Identifying key partners and how they benefit the working group and they benefit from the WG.

· WGISS, working with WGCV, to contact to each of the VCs on their needs (detailed/specific needs). WGISS contacted each VC, but feedback was not good. WGISS closed this action and will wait for the outcome of “CEOS Portal Study” led by CNES (the SIT vice chair team).

Action 7: Update and develop new showcases.
· QAlbedo: new proposal from WGCV. WGCV will discuss existing showcases and QAlbedo and give more feedback to WGISS. No update on QAlbedo. But in recent teleconference meetings (March-April, 2013) of Task Force on QA4EO Implementation, several potential case studies to demonstrate QA4EO principles have been discussed. Examples are: TRUDAT, NOAA Maturity Matrix, ESA Sentinel-2 calibration tool, GSICS GEO-LEO, 3D Vegetation Lab and some work done under SST VC. More discussions on deciding case studies to follow in next few meetings.  

Action 8: DEM Quality Information System (DEMqis).
· DEMqis WPS functions (newly proposed). New web services could be developed by different space agencies irrespective of whether they produce or store/distribute DEMs.

· Ongoing WGISS-WGCV joint efforts; sponsorship needed.
Wyn commented that the sponsorship issues may change over the next few months. This may also apply to Action 7.
1.9 WGISS Way Forward and Future Strategy 
Richard Moreno, WGISS vice-chair, gave a presentation of WGISS strategy issues.  He began with discussion of the WGISS 5-Year Plan, suggesting that a less generic (but not too restrictive) plan may strengthen WGISS and make it more attractive to agencies for participation. He also emphasized the need to maintain or increase the number of WGISS agencies, and believes that comparison to the past and to other bodies (WGCV, SIT, and GSCB), may be instructive.  He wondered if many agencies do not participate for reasons related to the attractiveness of WGISS. A larger WGISS will have more weight. To understand for whom WGISS works, he gave some background to CEOS. 

Richard listed the description of WGISS given on the WGISS website, suggesting that it is too long for the typical reader. He highlighted these points from the description:


…promotes collaboration in the development of systems and services that manage and supply EO data to users world-wide.


…covers the internal management of data, the creation of information systems the delivery of interoperable services.


…The creation and standardization of metadata to support the discovery of, and access to, data is an important aspect of this work.

Lubia suggested an FAQ to cover more detail, and also noted that the VC IG page is empty.  Martin commented that WGISS should update the website with the resulting definitions of this discussion.

Action WGISS-35-12: VCIG to update their page on WGISS website; by July 1, 2013.

Richard displayed the organizational structure of CEOS which is quite complex, and still under discussion. He also listed background and highlights of the SIT, SEO, and VCs. WGISS has a formal reporting line is to the SIT chair, but this is also under discussion.

John Faundeen commented that CEOS is even more complex, and Satoko mentioned that the diagram does not include the number of actual reporting lines. Data access is the important objective of the VCs, but the link with them could be improved.  Satoko said that collaboration with the VCs has begun, but is only in the beginning steps.  The VCs themselves are beginning to be interested in data access and ready to work with WGISS.  Andy suggested a better alignment of WGISS with the SEO to align the work of the IDN with the EO handbook, noting that in addition to infrastructure activities, SEO is able to perform studies, for which WGISS does not have the resources.  Nitant suggested that WGISS should take a proactive step, not restricted to metadata and data – but rather take a step ahead and adapt to new technologies and offer them to the VCs – if it is not done now, it may be too late for them. Since WGISS does not have the dedicated means, he suggested using the means that already exist in the agencies.
Richard also noted that the Interoperability Handbook is very interesting but has little visibility; Martin added that WGISS’ (and CEOS’) outreach is not what it could be.  Andy posed the question – how is success in WGISS measured? Costas suggested - has the output been consumed?  One measure of success is the activities that become operational; projects that are high impact but low effort can potentially have large benefits. Agencies put funding behind the efforts when they begin to see success.  The work of WGISS is more than ‘best effort’ – the IDN and CWIC have been specifically funded, and they should be given a high level of exposure.  By meeting together participants find out what others are doing – but the higher management will only see that if it is communicated to them.
Andy emphasized that WGISS is a CEOS working group so the direct response is to them.  Satoko added that CEOS has a workplan, which includes activities directed to WGISS.  John commented that CEOS has grown and wondered if this has had a negative effect in terms of support to the structure.  He added that the DSIG statement on data management was completed successfully for CEOS at their request; and John was able to use this ‘success’ in his agency and beyond.  Hopefully CEOS seriously considers, when expanding to new initiatives, that they may negatively impact the existing groups.

Richard gave as an example the authentication session as a measure of success that can be taken back to the agencies. All the agencies are working on this, but the end result will be better by hearing what others are doing.  Somewhere a synthesis has to be made with some lessons drawn or recommendations at the CEOS level.  It is a clear example where WGISS can give value, and not so costly. Lubia added that in INPE they are behind in this area because they are not really working on this as an agency.  Now she can go back to INPE and say that they need to be aligned to what others are doing, to the ultimate benefit of the agency.  These efforts are a benefit to the agencies and to the working group; it is something that can be consumed.

Mirko noted that by participating one sees that one is not isolated, and can return to agencies with information on what others are doing.  He suggested that (ESA) organize a one day workshop on a topic (cloud computing) at WGISS-36, reporting what others are doing, and considering next steps.  It can be quite successful if the knowledge goes back to the agencies and they do something that is equivalent, paving the way for possible opportunities.  

Ken McDonald added that with a lack of concrete realizations, the participant takes back what is learned, but the contribution of WGISS gets lost.  There has to be a way to make those benefits visible. Kerry said that as a result of the CEOS Self Study the steering committee is charged to create those documents.  One section of the study is “definitions and measures of success”.  Ivan Petiteville is working on this section, and it would be helpful to contact him to make a significant contribution.  Andy wondered if WGISS should put together a contribution, and Satoko said that before measuring success the target must be defined. 

In reference to the 5-Year Plan, it needs to match with the CEOS plan and is more about long term goals and governance.  There is a new document structure in CEOS, with two documents: Strategic Guidance, and Governance and Projects. Satoko said that for WGISS a one year activity plan is a good step for this, but after the CEOS Plenary WGISS will need to adapt to what gets approved there.  She added that each interest group and project has to prepare a plan for the next year, due at WGISS-36.

In reference to being the ‘space arm of GEO’ which is very clear and visible, Kerry said CEOS is tasked to combine with in-situ data. The in-situ community not as organised and this highlights how successful the space community is. Richard added that one of the drawbacks is that though CEOS addresses very well to the space community, it is not so successful to those outside the community. Wyn said that the SBAs are really the PoC for those benefits, but WGISS has to go through CEOS to communicate with them.  Kerry said that for the SBAs, three coordinators are active, the other five are not.  Their creation was in 2008 to facilitate the GEO actions, but their future is under discussion.  Kerry confirmed that CEOS is happy that WGISS directly interact with the SBAs, but the CEOS brand always has to be there. 
Richard listed some of WGISS’ weaknesses (few dedicated means - best effort, few concrete realizations, and limited visibility) and WGISS’ strengths (large number of agencies, independent from industry, skill/expertise of participants, and space arm of GEOSS). In summary, it is instructive to consider for whom WGISS works (agencies, CEO, SIT, SEO, VCs, CEOS chair, GEOSS…), and for what purpose (to improve data access, to participate in technical exchanges, tools sharing, building systems…) He raised the question – is it the job of WGISS to build and maintain systems as has been done in the cases of IDN, CWIC.  Kerry replied that CEOS is a coordination body, so the contribution is organizing the agencies on a project, and transitioning to an agency that will adopt it and provide the operational aspect. John and Wyn agreed that WGISS does well in developing the techniques, and these evolve into operational systems supported by an agency.  Andy added that there needs to be a balance – when possible WGISS needs to build elements (e.g. technology sharing). Richard concluded that this is where the promotion is for tools sharing, harmonized, disseminated, and WGISS can do the exploratory work.
Richard continued with his presentation discussing improved data access.  It needs to be state of the art, the most convenient and open as possible. He illustrated this with a number of diagrams.
Andy said that the CEOS SAR format is an example of standardization.  Nitant asked if there are standards recommendations from CEOS.  For example, if there had been an SSO standard, ISRO would have seriously considered using it.  WGISS should investigate what technologies are going to come, and begin with recommendations early. 

Wyn suggested selecting a topic for WGISS-36; but the workshop must end with recommendations that could be written during the week and approved at the next meeting.

Costas suggested making a list of available open source code and Nitant added that this would be a very useful thing, and WGCapD would be very interested.  

1.10 Future Meetings

Richard Moreno reported that WGISS-36 will be hosted by ESA in Frascati, Italy.
WGISS-37, to be held in the first half 2014, is still to be determined.
WGISS-38, to be held in the second half of 2014, will be held in Potsdam, Germany, hosted by GFZ-Potsdam.
Kerry asked about the intervals between meetings.  Lately they have been eight months and four months; she wondered if WGISS should consider meeting every nine months. Satoko said face-to-face meetings are best, and the ideal would be every six months, but the schedule is constrained by requirements of the hosting agency.  Richard agreed that twice a year is important and fruitful especially with the upcoming OpenSearch work.  Andy agreed.  Richard noted that there will be overlap with the OGC meeting.  
Martin asked how much progress is being made in engaging CSIRO. Since they are a future CEOS Chair, perhaps this timing can be leveraged to get them involved in WGISS. Kerry noted that Australian GeoSciences is asking to become an associate member of CEOS. 

2 Interest Group and Project Sessions
2.1 Data Stewardship Interest Group   


John Faundeen chaired the Data Stewardship Interest Group session.  
2.1.1 Archives Environmental Analysis


John reported that the archives environmental analysis has been ongoing with the cooperation of the following agencies: NOAA (2012), CCRS (2011), INPE (2011), NRSCC (2012), UKSA (2012), USGS (2010).

John showed graphs of a one-year pattern of temperature and humidity for each agency and data logger along with a comparison with archive guidelines. Soon he will have a complete, one-year set of data for all the agencies, showing hemispheric and seasonal trends and patterns.

John noted that the NOAA readings have started a discussion to see what can be done to improve the physical environment of the NOAA archives; this data can be used to quantitatively show where they need to improve the maintenance of their facilities.  

2.1.2 Browse Guidelines Document


Yoshiyuki Kudo reminded that at WGISS-33 a revision of “Browse Guidelines Document, 1999” was proposed, and an ad-hoc team formed including John Faundeen, Satoko Miura, Wyn Cudlip, Gabor Remetey, and himself.  At WGISS-34 new chapters and contents were presented, and a call for contribution to a Browse Survey was made.  The results were collected through 2012.  On April 3, 2013 version 2.0 was circulated to WGISS-All for review.  
Yoshiyuki noted that browse can be spread to wide spectrum of users with the help of well-accepted, standard web interface and format encodings. Agencies’ satellite data catalogs are more and more exposed to the web using web services, and browse should also become web accessible associated with the metadata.
Yoshiyuki presented a general outline in the document, which includes recommendations for GIS-ready Browse, examples of use of geolocated browse, online accessible browse for CWIC, and updated browse survey results from CEOS agencies. The plan is to make one small update, and ask the WGISS Chair to send the document to WGISS-All for the 60-day review period. If no significant comments are received, the document will be approved as a living document with continued updates as necessary. 
Nitant suggested a provision for a common lookup table for geophysical parameters; one that is standard for most geophysical parameters, so browse becomes consistent.  Costas noted that this type of provision should be in the document, and that this is something the agencies are already doing. John said the word guideline is used precisely because it is a recommendation, not a mandate.  There is a “scope of document” included. Yoshiyuki agreed to incorporate their comments, and then submit it for the 60 day review period.  

Richard asked who the target audience is, and if there is a wider community to whom it can be circulated. John agreed that there is a wide community of interested parties for this guideline.
WGISS-35-9a Yoshiyuki Kudo to incorporate the comments of Costas Theophilos and Nitant Dube into the Browse Guidelines document; by June 1, 2013.  

WGISS-35-9b Satoko Miura to circulate the Browse Guidelines document among WGISS-All for 60-day review; by June 1, 2013 (contingent on review of WGISS-All mailing list).
2.1.3 Long Term Data Preservation Working Group Activities

Mirko Albani gave a brief overview of the Long Term Data Preservation Working Group (LTDP) activities.  Mirko listed a few LTDP challenges such as the need for systematic preservation of EO data and information in spite of heterogeneity of missions, instruments and data, and the exponential growth of EO archives. Rapidly evolving information technology requires continuous actions to maintain readable data, but heterogeneous approaches among EO data providers and lack of stable funding sources for LTDP continue to add challenges.
LTDP was approved at the ESA Ministerial Council in Nov 2008 with the objective to ensure and secure the preservation and accessibility in the long-term of ESA archived EO data and associated information, as part of a coordinated and harmonized approach among data owners in Europe. Its continuance was approved in November 2012, with an extension to all data archived at ESA facilities and generated by ESA and ESA-managed third party missions in all fields of space science.
The working group has implemented the basic rules of a European LTDP cooperative Framework in Earth Observation in “LTDP Common Guidelines and Preserved Data Set Content”.  This reflects the consensus of the European EO data providers, was reviewed at GEO, CEOS and NASA, and is being reviewed with QA4EO. The European LTDP Guidelines Issue 2.0 (July 2012) available at:

http://earth.esa.int/gscb/ltdp/EuropeanLTDPCommonGuidelines_Issue2.0.pdf 

Other LTDP Working Group activities are defining the initial data set to be preserved, including the related glossary, and two joint studies: LTDP User Requirements Study (FIRST) and Future Archive Technology Study (LAST). They have also begun the LTDP Initiatives and Standards Survey, the Standard Archive Format for Europe (SAFE) Consolidation, the LTDP Architecture Definition Project, and the LTDP/QA4EO Study.
New activities under consideration for 2013-2014 are the definition of an overarching “Preservation Workflow Procedure” and of common procedures for L0 data consolidation and media transcription. The group is also working on GSCB Interagency project for AVHRR coherent data series generation, a study on Persistent Identifiers use for EO Data, and an Archive Technology Study Follow-on. Cooperation in Europe in the EO LTDP domain is producing remarkable results, and closer cooperation is needed with CEOS WGISS DSIG. 

John expressed appreciation to Mirko for his presentation and his long term support to WGISS. Many of WGISS’ documents have roots with ESA and Mirko.  Costas asked if at WGISS-36 he could present the Preserved Data Set Content (PDSC) and the mapping, roles and responsibilities, inter-agency AVHRR.  It would be beneficial to show the steps, and another level of granularity.  Mirko asked for more specifics. Costas asked about the architecture definition project, and Mirko confirmed that it is progressing.  At WGISS-36 he will have a more detailed presentation.
Satoko asked for ideas on cooperation for a good collaborative session at WGISS-36.  
WGISS-35-10: John Faundeen and Mirko Albani to develop an agenda for a collaborative session at WGISS-36 on the topic of data stewardship; by August 31, 2013.
Andy asked if there is a document repository for CEOS.  Kerry said there activity to develop a document repository; CSA has offered to assist with that.  

2.2 Technology Exploration Interest Group


Andy Mitchell chaired the Technology Exploration Interest Group session.

2.2.1 Metadata Quality Exploration Questionnaire

Michael Burnett discussed the Metadata Quality Exploration Questionnaire, an activity resulting from an action from WGISS-34. 
The team used the approach to develop the questions, refine them, and vet them with WGISS leadership; format the survey and develop instructions and a sample completed questionnaire. The guidance to the questionnaire was given to provide better answers to the questions. A good representative example was also developed to help people understand how to populate the survey. Michael displayed the questionnaire, which was limited to 10 questions.

Michael reported that distribution of the survey was delayed due to technical issues with the WGISS-All mailing list.  It was re-sent toward the end of April. Members were asked to provide feedback by May 24, 2013. 
2.2.2 Semantic Web Technologies 

CNES and NASA presented reports on semantic web technologies at their agencies.

2.2.2.1 CNES Activities on Semantic Search


Jérôme Gasperi presented CNES activities on semantic search. The goal is to help users to find the right data. Instead of searching for mission names (AMMA, CYCLOPES, GEOLAND, GLOBCOVER, PARASOL, POLDER), the users can search for thematic keywords (land cover, soil moisture, temperature, reflectance, vegetation, etc.)  This can be done by tagging metadata at the product level with keywords related to the project or mission name, and by using exogenous data to characterize product content: The product footprint should be used for automatic processing, e.g. toponyms extraction with OpenStreetMap.

Jérôme gave a demonstration using Global Land Cover 2000 to characterize automatically product thematic content.  Thematic sliders are used to select varying proportions of keywords (cultivated, desert, water, forest, flooded, snow …) on a given map. He showed an example using thematic classification to display within the result metadata coastal. The link to the tool is https://vimeo.com/51045597 
Pedro Gonçalves commented that the user does not need to have access to the data - only to the metadata.  Andy asked if they are caching images for most popular searches (no). Lubia asked about the timestamp (it can be applied to any kind of data).  Jérôme highlighted that this is just a test system, so one must first filter by date of acquisition. Lubia noted that at INPE, they do this for just the Amazonia region, and once a year they can prepare the needed region.  Pedro noted that with CWIC and HMA having a common CEOS interface – this could be a service. Jérôme said they are working on a land surface portal but it is not operational yet.  He added that this method can be used for altimetry, infrared, etc., not just land cover.  For example you could tag all footprints that have pipelines (using an auxiliary file to classify your metrics), and then ask the system to return all footprints with pipelines.  
Michael Burnett asked if he could describe the use of metadata in the context of the sliders – how the sliders are tied to the semantics.  Jérôme said it is automatic keyword extraction; the word semantic is a little misleading. It is done with tags (keywords).  The first step is to characterize the image.  
Pedro mentioned data cleansing tools that are oriented to a user community, with the purpose of enriching their metadata to the user community tags. The tagging is done for each granule. Lubia noted that you have to have something you have great confidence in, to tag the granules; it is like associated add-on information. Jérôme said with Inspire they have to set the metadata very specifically.  This is a way to augment that information. 

Jérôme next discussed linked data as a next step of the research – to achieve multidisciplinary interoperability. It is a method to go from id to id and from thematic to thematic.  Richard said the two objectives of the linked data are to reach every kind of data by augmenting data.  It is very similar to linking geographical and time information.  The second objective is to completely explode the metadata. Data that is completely open can be found outside the normal user community.

Jérôme also discussed faceted search, which changes the current web search paradigms.  He also mentioned that they are working on classifications sorted in multiple ways (type, mission, instrument, etc.)
2.2.2.2 NASA/ECHO Faceted Search

Andy Mitchell discussed the NASA/ECHO faceted search.  He explained that the Earth Observing System (EOS) ClearingHOuse (ECHO) metadata records contain fields for each dataset such as the source, creation date, related access URLs, and variable keywords to enable discovery. NASA is working on demonstrating an interactive faceted search or “drill down” interface that responds instantly and allows the user to find datasets of interest by constraining one or more metadata “facets” in addition to free-text search.

The available facets and the free-text search box appear on the left panel, and the instantly-updated results for the dataset search appear on the right panel. The user can constrain the value of a metadata facet simply by clicking on a word (or phrase) in the “word cloud” for each facet. 

The ECHO collection-level metadata was extracted from the repository as XML documents using ECHO’s query web services, transformed into a set of facets, and then inserted into a Solr/Lucene database to pre-compute facet indices for fast lookup.  The interface is an AJAX web application that uses the jquery and extjs Javascript frameworks.  The “word cloud” view of the facets appears to be unique to this interface; it enables the user to simultaneously view all values for a particular metadata field and make useful selections, even when values are not fully consistent (normalized) across all of the providers that submit to ECHO.  ECHO is currently operating a “facet database”, Elastic Search, to increase query performance. No decisions have been made on how to implement faceted search on geometric parameters.

2.2.3 Authentication Service Technologies 

Andy Mitchell arranged for a number of agencies and organizations to describe their authentication service technologies.

2.2.3.1 
User Management for GEOSS 

Steven Browdy presented details on GEOSS authentication and single sign-on. He began saying that the initial research started during AIP-3, and was motivated by the DSWG Implementation Guidelines of the Data Sharing Principles. At this point they are concerned with authentication, not authorization (access control). DSWG has many examples of data providers that just want to know “who is using my data.” The research team concluded that Shibboleth took a lot of effort to implement and decided not to select it. No work was performed for AIP-4, but for AIP-5 they decided to include SAML 2.0 (Security Assertion Markup Language) to exchange user credentials via XML. This works with a number of user management security systems, and has lightweight implementation requirements. Use cases were developed to implement in AIP-6.

The main goals of the project are a federated solution that has minimal to no impact on the GCI, has lightweight implementation requirements for data providers, and a solution that can evolve. A diagram of the AIP-6 Access Management Federation Architecture was displayed.
Steven mentioned the following use cases:
Registration for Authentication via OpenID

Organizational user registration for Authentication via SAML2 

Registration as OpenID user for SAML2 Users

OpenID-Protected Data Access via OpenID Authentication 

SAML2-Protected Data Access via OpenID Authentication 

OpenID-Protected Data Access via SAML2 Authentication 

SAML2-Protected Data Access via SAML2 Authentication 

Registering and Modifying a New Identity or Service Provider for SAML2 Trust Gateway

AIP-6 plans are to implement the use cases to test the federated authentication and single sign-on solution, working with partners that have an interest in establishing the viability of the solution in terms of meeting the goals (COBWEB project, NASA, CUAHSI). They will create a demonstration for the GEO Summit in January, 2014, and generate appropriate documentation.
Michael Burnett asked if the user must be in GEOSS community. Steven said anyone identified as a GEOSS user is in the category, but it is not tightly coupled. Attributes can be associated to an account – like GEOSS user.  This method is not addressing server to server – only user to user. Andy asked if there are concerns with third party authorisation.  Steven replied that the impetus has been the data sharing, and third party has not come up as a big issue, so they are not addressing it yet.  Andy asked if they surveyed the GEO community on authentication.  Steven replied that trying to survey the GEOSS community is not logistically possible.  
2.2.3.2 
CWIC Authentication Service Technologies 

Michael Burnett presented authentication service technologies from the point of view of CWIC. The goal is to improve access to WGISS data holdings as data partners need to know who is accessing their data. The ideal model is a single-sign on model, with an interface for user authentication across CWIC partners with proper allocation of responsibilities, and minimizing complexity and impact on partners. The role of the middleware has to be defined.
The approach is to engage the partners, define roles and interfaces, establish a testing approach, and demonstrate capabilities. Michael displayed the set of questions given to CWIC partners. Survey results are from eight responses, six of which are CWIC partners.  Most have no authentication interface (5 of 8); those who do have implemented different approaches.  Only two have registration APIs; two others have portal-based interfaces. There is a clear lack of uniformity of plans to implement; there are different strategies, and it is hard to understand how a common interface could be done.
As next steps, Michael suggested that, based on the input from survey participants, there are widely different approaches, and there is interest in the concept, but not a strong commitment to implement.  The team will continue to exchange what WGISS partners are doing in this area, and look for opportunities for interoperability. Clearly there is overlap in the desire to implement, but the big issue is determining the role of the middleware and CWIC’s responsibility.  

2.2.3.3 
JAXA User Registration/Authentication 

Satoko Miura discussed user registration/authentication for JAXA systems. At JAXA they use GCOM-W1 DPSS User Registration. The registrant must agree to Terms of Use, and provide a few items of information, such as user name, email, password, organization, department, country, email language, and purpose. Basic authentication (Apache) is currently used. 

G-Portal user registration is also used. The registrant must agree to Terms of Use, and provide a few items of information, such as user account, name, email, organization, department, country, language, purpose, e-mail address for notification. Basic authentication (Apache) is also currently used. 

For the CEOS Water Portal, user registration involves creating a login name and email address. Basic authentication (Apache) is used. An authentication system update is being planned during next fiscal year (April 2014 ~ March 2015).

2.2.3.4 
ISRO User Authentication System
Nitant Dube discussed the ISRO user authentication system. He noted that in conventional systems users are required to register on individual data centers/portals. With Bhuvan, ISRO has started with single sign on (SSO) using an open source Java server component (Jasig). This facilitates uniform access to multiple applications, simplifies the procedures that applications need to follow in order to perform authentication. A library of clients for PHP, Java, .NET, Perl etc. can be used. Soon other portals are to be integrated under SSO, and options for migration to Secured Single Sign On will be studied.

In conventional architecture, creation of multiple user accounts occurs on all systems. Nitant showed a diagram of authentication using a central credential store. Each application has to handle the user passwords, and the issue of multiple user accounts is addressed. Authentication Using Central Authentication Service Passwords are handled only by CAS and hence are more secure.

ISRO is using an existing protocol (Jasig-based) in Bhuvan and it is operational. They have more than 500 registered users.  

2.2.3.5 
NASA User Registration System 

Andy Mitchell described the NASA User Registration System (URS). Their current status and capabilities are a centralized system for EOSDIS user registration and authentication (not authorization), where the URS required fields are name, username, email, and affiliation.  It also allows for application-specific data.  For example, Reverb requires four extra fields upon registration: organization name, type of user, primary study area, and phone number. URS also offers an API reference implementation (sample code). The URS Uniform API for multiple application technologies and deployments gathers metrics across the EOSDIS program. Clients must bind as an application account, and users must register using a valid email and approved password. URS went operational June 2012 with the transition of LANCE, ECHO, GCMD/IDN Doc Builder and LP DAAC DAR Tool.
Andy explained that the URS Architecture has three environments: Alpha, Beta, and Production/Ops. The mechanism for authentication is that the API (HTTP REST - protocol) is the primary application interface to the LDAP server. LDAP Proxy receives authentication requests from FTP servers which are forwarded on to the real LDAP server. The GUI is the primary user interface to URS. It allows users and administrators to register and manage profiles. Andy gave some current authentication metrics, and listed current and future user registration system clients.
The concept of operations is two-fold:
· Single Sign-on mechanisms (e.g. OpenID): An ops con is being developed to allow URS to provide the infrastructure for transparently logging into data center applications. If a user logged into ECHO and wishes to place an order with a data center which has restricted data (e.g. ASF), in order to access those additional privileges that are not maintained in the URS, the user will need to be authorized by the data center before the order can be processed. This may require an additional login by the user to the data center that will process the order

· Registration-only: Allows users to register and login using only an email address. Users can also log-in using their email address and password for authentication. This complies with idmanagement.gov’s best practices, and precludes OpenID and authorization.
2.2.3.6 
USGS Registration Service Overview
Randy Sunne presented an overview of the USGS registration service. As background, he said that the previous version of EarthExplorer was limited in functionality, tied to propriety software, and had limitations with performance and scalability. The launch of Landsat 8 provided new requirements that were not feasible with the existing architecture.

The registration requirements include:
· Provide a registration service that allows user so enter registration information, login/validate username/password, and allow updates to user information.

· Provide a user profile for saving user information.
· Provide reporting on demographics, such as how the data is used, quantity of data download, and aggregate statistics on the organization the user is affiliated.

· Ensure privacy and compliance with government regulations concerning privacy and information systems security.

· Provide access to restricted/licensed datasets.

The Registration Service (SOA) design is a web based, stand-alone interface, with Service Based Architecture and modular design that can be used by other web applications.  It has the ability to manage multiple user roles, store contact information securely, and capture demographic information. All profile data is encrypted when stored in the database. No information is shared with any other system, and only demographic information is queried.
Randy displayed and explained a number of examples.  Andy asked how they came up with their primary and secondary lists for user information, and Randy suggested they cooperate to discuss, adding that one significant piece of Pii (personally identifiable information) is email address, which is essential for communicating with users. 
Possible Future opportunities are the use of Open ID (http://openid.net/government/), which is an open standard that allows users to be authenticated to co-operating sites.  Providers are Google, Yahoo, PayPal, AOL, IBM, VeriSign, and it is supported by the U.S. pilot program. Benefits are an open framework, simplified login, identity portability, and data exchange.
2.2.3.7 
CCRS Authentication – Process and Methods

Costas Theophilos presented authentication process and methods in Earth observation data management at CCRS. He showed a process overview diagram of registration and authentication, which he said gives a lot of flexibility for access, and includes a specific account management system.  Costas concluded saying that catalogue HMI is based on granted user profile and access, and catalogue search results are based on granted user profile and access.
Andy asked how much of their data is on media that is sent out, and how much is distributed online. Costas said they send media where the user’s connectivity is bad.  Andy noted that NASA just recently removed the shipping option from their site.
2.2.3.8 ESA Authentication System
Mirko Albani presented the authentication system at ESA. He described the issues with legacy user management systems, and stated that an Identity Management and the supporting AAI infrastructure for the creation, maintenance, and utilization of digital identities introduced at beginning of 2011. It was initially based on Shibboleth 1 and then ported on Shibboleth 2 (current baseline) with few extensions. It consists of Redundant Identity Providers (IDPs), Redundant Identity Registries (LDAPs), and Multiple Service Provider (SPs) Check Points. It is based on a common “Minimal User Profile” derived from inetOrgPerson + a dedicated common SP profile for specific attributes. 

ESA EO SSO is an Identity Management Framework based on Standards: SAML2, PKI, HTTPS, SOAP, LDAP, SMTP, RFC that supports WEB SSO Authentication for about 12 ESA Payload Data Ground Segment applications acting as identity provider service, Service Authorization for some SPs, Self{Registration, Password Recovery, Administration

 HYPERLINK "https://eo-sso-idp.eo.esa.int/idp/umsso20/admin" }, Built-in security mechanisms (e.g. secure storage, password policy enforcement), auditing, reporting, and authentication for Java applications. SSO authentication services are exposed by the SSO Identity Provider (IDP) server: SPs wanting to support EO SSO need to integrate an SSO Checkpoint Module (CM), which performs the user authentication by exchanging encrypted messages with the SSO IDP. The message exchange between IDP and CM is performed using SOAP messages over an HTTPS channel (to provide encryption). SSO allows simple integration and configuration of new EO Service Providers (SPs) via deployment of standard software modules.

With Federated SSO IDPs can be federated into an identity management system in order to establish a “circle of trust” amongst different administrative organizations to be able to use/share existing user registries. The concept is already used by SPs: using “social credential” to access their services. Within the Federation there will be IDP(s) and SP(s) that trust each other when dealing with user identity. A diagram of the Federated model was displayed.

2.2.4 Interoperability with CEOS SEO 

Andy Mitchell presented possible interoperability ideas, resulting from the action given to WGISS by SIT-28, to discuss the possibilities of having an interface between the EO Handbook and the datasets to allow users data access. It is suggested to first develop a "proof of concept" that connects the MIM to CWIC datasets via a CWIC EO Handbook client, and then develop a unified access point that supports both CWIC and HMA when the CEOS OpenSearch profile becomes operational.

2.2.5 CEOS EO Handbook Database

Shelley Stover gave some background on the CEOS EO Handbook Database, also known as the Measurements, Instruments, and Missions (MIM) Database. It has an annual call to agencies in June to report an official agency response on current and future missions, instruments, and the measurements made by the instruments. The detailed information includes orbital specifications, instrument resolutions, measurement bands, etc.  The data is used to update the online database once a year and is also delivered to the CEOS SEO and CEOS agencies for analysis and informational purposes. Symbios, Inc. is under contract to survey the agencies, import the data, and design the online database. The SEO provides support to Symbios to evolve the database and user interface by specifying user requirements, new interfaces, and new utility concepts. 
Shelley gave a demonstration, going directly to the database portal (http://database.eohandbook.com/).  She explained that they have used the data to determine mission timeline gap assessments. For example it was used for CH4 and CO2 requirements to be used in the CEOS response to the GEO Carbon Strategy Report, and for floods requirements to be used by the CEOS DRM Floods Pilot team.

Future plans are to expand the EO Handbook to include the ECV Inventory data; this will allow reuse of much of the user interface, and to create an automated gap assessment tool that would provide timeline charts similar to those shown on the previous page. Through links to CEOS OpenSearch, they plan to provide direct links to data from the measurements listed on the instruments page and the measurements timelines page. Data policy information will also be supplied.  Finally, the team plans to provide more detailed measurement information for each instrument by providing accuracy. This is lacking in the database now and hindering the progress of automating gap assessments. JAXA has graciously agreed to be the first agency to step up and provide this information for their instruments in the next MIM call.
Shelley commented that this tool is an investment that CEOS has made – it is essential and used heavily.  Wyn asked if there are any plans to have an API where agencies can plug into the EO Handbook – a machine-to-machine gateway so they could host their own information.  Brian replied that it might be something worthwhile for the future. Currently it is possible to obtain a download of the database.
Andy asked if there are any lessons learned that WGISS could use for the IDN to maintain the DIFs.  The ECV inventory was accomplished using online surveys, but the EO Handbook information is obtained by emailing out spreadsheets.  Brian recommended that the IDN get a copy of the EO Handbook database annually and extract the required information.  

Kerry suggested that WGISS go to the agency principal and get a PoC identified.  This way there is accountability and better responsiveness.  She added that it is best to provide them with something to update – it is most successful.

2.2.6 Web Processing Service for Assisted Land Cover Classification
Jérôme Gasperi demonstrated the web processing service for assisted land cover classification tool. He displayed a Pleiades image, orthorectified as a WMS layer on the web browser. The tool gets the land cover classification on the image and returns a land cover thematic map. The Orfeo Toolbox is an open source remote sensing image library developed by CNES. It contains more than 70 high-level processing chains, ortho-rectification, segmentation, and classification. Mapshup improves access to geospatial data and is based on OpenLayers and jquery.
Land cover classification is a four-step process.  

· DescribeProcess request for "Classification" process description

· Set up MMI from process description image in well known areas

· Execute an asynchronous "Classification" request Land Cover

· Display result retrieved as a WMS layer

Wyn asked if the tool can handle multi spectral images (yes).  Nitant asked if they have used standard software; Jérôme replied that for the client they have used Mapshup, Constellation, and open source.  They have not yet released the code work to put Orfeo Toolbox into Constellation, but do plan to do so. Nitant noted that ISRO would be interested to use Orfeo integrated in WPS environment. 
Lubia commented that there has to be a lot of trust in the algorithm, and the server has to be maintained 24/7.  It looks simple and user friendly, but to have it operational is difficult.  Jérôme said it is operational only for a small project; one does not usually need all the data - if you reduce the scope of the parameter, then the computing resources are not so great.  
Richard added that they are working to do this with no need for preprocessing; they hope to give the tools to the user to process the data they want.

2.2.7 Federated Earth Observation Missions and FedEO 
Mirko Albani made a presentation on the Heterogeneous Missions Accessibility (HMA) and FedEO. He began by describing the HMA as a collaborative project started in Europe and Canada by the Ground Segment Coordination Body (GSCB) in 2005 with the objective to:

· Guarantee a seamless and harmonised access to heterogeneous EO datasets from multiple mission ground segments, including national missions and ESA missions.

· Standardise the ground segment interfaces of the satellite missions for easier access to EO data.

· Provide interoperability for coordinated data access enabling the interactions with services or Value Adders and EO Contributing Missions.

Mirko showed a diagram of the HMA build-up and listed the HMA standards, defined through the work of 25 companies over 10 countries and with the contribution from HMA project partners (agencies and users). He gave the references to these standards, and the HMA Wiki.
Mirko described the HMA-S project (kicked-off in January 2013) with the aim to further consolidate HMA standards according to the AWG recommendations, with the goal to pursue simplification of protocols for metadata, search, and feasibility analysis and identity management. It includes finalisation of OpenSearch document with EO Product search, metadata and download options, definition of OpenSearch extension for feasibility analysis allowing seamless integration with search and download. The OpenSearch related draft deliverables are available and will be presented at OGC-TC in Frascati (Sep 2013).
Mirko listed the HMA implementation agency developments and contributing missions. He also mentioned that FedEO is a prototype system providing a brokered discovery (and access) capability to European and Canadian missions data based on HMA interfaces. 

Yves Coene demonstrated the FedEO system and its capabilities to provide discovery/access to EO data using the OGC Specifications (OGC 06-131 EOP EP (HMA)). He showed the Collection Catalog, and the Collection Catalog (services) which contain ISO19139 metadata of collections and services, and ISO19139 metadata annotated with "clickable" SKOS concepts. The service metadata shows endpoints of services and collections on which the service "operates". He also showed the EOP EP CSW Interface, and the OpenSearch Interface.
There was a discussion about the ordering capability and Ken asked about the multiple external clients. Mirko said that for the moment they are demonstrating a single client. Yonsook asked how to access the data; Mirko replied that the access is not available yet, but is coming soon.  It will involve the agency providing the link for ordering the data.
FedEO next steps are migration of FedEO end-point/component to ESA/ESRIN – Q2/2013, consolidation of OpenSearch interfaces (already available for accessing FedEO) and alignment to the interfaces defined in the HMA-S project and CEOS activities – Q3/2013 and Q1/2014. Additional next steps are FedEO integration with CEOS Community Portals – Q2-Q3/2013, and enlargement of number of accessible catalogues and data collections (ongoing HMA-SE project) – Q3-Q4/2013.
Mirko gave the following conclusions:
· Seamless and harmonised access to heterogeneous EO datasets from multiple mission ground segments is an operational reality in Europe and Canada.

· HMA is the European model and contribution to interoperability in the Earth Observation domain.

· FedEO Prototype System provides brokered discovery (and access) capability for (European and Canadian) EO data through HMA standard interfaces.

· FedEO evolution will aim at implementing the OpenSearch interfaces defined in the HMA-S and CEOS activities, at enlarging the number of discoverable and accessible EO data collections, and at interfacing with CEOS Community catalogues.

2.2.8 GEOSS Common Infrastructure

Mirko discussed the GCI, stating that GEOSS consists of a global and flexible network of content providers and aims at providing decision-support tools to a wide variety of users. A set of core components and functions, known as the GEOSS Common Infrastructure or GCI, were designed and deployed to:

· Allow GEOSS resources (e.g. systems, data, services) to be easily discovered and accessed.

· Improve interoperability for existing and future observation systems.

· Build an Open Infrastructure in accordance with the GEOSS Data Sharing Principles.

Based on the GEOSS 10-Year Implementation Plan, the GCI offers the following capabilities:

· A Web Portal that provides GEOSS users with a “one-stop” discovery and access function to all GEOSS resources;

· a brokering-based architecture to discover and access registered resources;

· a set of registries of GEOSS components, services, standards, requirements and best practices.
As main enabler of the System of Systems principles and capabilities, the GCI is able to interface with external systems to facilitate end users in discovering and accessing the services and resources. GEOSS resources can be searched by free text, browsing via SBAs, geo-temporal search, and geo-enabled RSS feeds visualization on globe. Search results are grouped by resources categories, and ranking is from the Data Access Broker (DAB). For access to resources, in principle there might be a link directly to the data for downloading/ordering and collection discovery through the GEO Web Portal and Data Access Broker.
Andy asked how the GCI is handling the issue of the same product offered by multiple agencies, which has to be handled on the CEOS side. Mirko replied that the GCI has not solved this.
Action WGISS-35-13: WGISS Chair (Satoko Miura) to follow up with the GEO Secretariat to get the IDN approved as the registry for CEOS data; by August 31, 2013.
2.2.9 OpenSearch
Richard Moreno chaired the OpenSearch session.
.
2.2.9.1 Unify Earth Observation Products Access with OpenSearch

Jérôme Gasperi explained that OpenSearch as a collection of simple formats for the sharing of search results. The OpenSearch description document format can be used to describe a search engine so that it can be used by searching client applications. Search results can be returned as HTML, Atom, RDF, KML, JSON, etc. The OpenSearch description document provides a set of URL templates which describe the query parameters accepted by the service and the variety of output formats in which results can be obtained. OpenSearch has two main extensions: time and geospatial (http://www.opensearch.org/Specifications/OpenSearch/1.1/Draft_5#OpenSearch_description_document).

Jérôme gave as an example the GEO Geohazards Supersite. He showed the search query as a concise HTTP GET request. HTML results can be indexed by search engine bots (Google, mapshup); ATOM results are easily handled by advanced clients.
Jérôme  went on to describe OpenSearch activities at the CNES Land Surface Thematic Center (PTSC), whose objective is to facilitate the study of issues related to the impact of anthropogenic pressures on climate and ecosystems, quantify and model the water cycle and carbon monitoring developments of societies and their activities, and understand the dynamics of biodiversity. To achieve this objective, the centre will develop and make available to the scientific community data, products, processes and services related to the observation from space land surfaces. The CNES data can now be accessed through normal search engines like Google maps and mapshup. By end of 2013 they will be able to aggregate data from all their small projects, using OpenSearch, with Metacatalog serving as a broker, making available 120,000 products.
Ken asked if anything is lost by simplifying the search. Jérôme replied that this method is more powerful in terms of making queries, and CQL can be used to expand the request.  He noted that this fulfills 99% of their requests, and reiterated that it is all about simplicity when comparing OpenSearch over OGC CSW (v2.0.2).
2.2.9.2 OpenSearch Experience at JAXA

Yoshiyuki Kudo presented the OpenSearch experience at JAXA. He listed three concurrent initiatives for OpenSearch geo and time extension: opensearch.org geo+time, OGC [10-032], and ESIP Discovery. Will these converge over time? He displayed a table comparing OGC and ESIP, as these may converge over time.
The ESIP two-step search consists of a dataset-level search and a subsequent granule-level search (or file-level search).  This is similar to the IDN+CWIC two-step search but uses OpenSearch instead of CSW. The DS-GN transition is achieved by a dataset-level search result containing OpenSearch Description Document (OSDD) URL applicable specifically to its granules. The aim of the two-step search is mainly to reduce the number of search results.
The objective of the JAXA OpenSearch Client Prototype is to evaluate practicality of OpenSearch in EO satellite data systems in general or CEOS Water Portal search applications through a test client. An OpenSearch client needs capabilities of discovering OpenSearch enabled servers, locating the OSDD and the search request URL embedded inside the OSDD, generating and transmitting the request to server, and obtaining the search results. A javascript library, “OpenSearchlight” enables the required steps. Other processes are created to deal with two-step search as well as to have a uniform GUI. Yoshiyuki listed a few OpenSearch servers, and demonstrated the prototype. The client is available at http://54.249.239.179/OpenSearchClient/index.html. Their key findings are:
· All the servers but the JAXA test server (GI-Cat based) adopt two-step search.

· Using the two-step search, a client can manage a simple keyword without being overwhelmed by the large number of search results. It also benefits in a way that a client can focus on geospatial and time constraint for search keys in granule-level search. Keyword(s) for a query term is more suitable and effective in dataset-level search.

· Building an OpenSearch client that integrates multiple search results is quite straightforward by virtue of the uniform response format, Atom, even with the convention slightly different from a server to another.

· Keyword {os:searchTerms} is the core query term in OpenSearch and thus associating each dataset with effective and meaningful keywords on the server side will be the key to help users better fulfill the search.

· No convention as to where to contain satellite data specific metadata in the response (e. g. path/row number can go to <atom:content> or <jaxaOpensearch:path>,<jaxaOpensearch:row> 

· There is no convention on how to specify Boolean AND, OR, and NOT for multiple keywords {os:searchTerms}, resulting in inconsistent server implementations. A client needs to have prior knowledge about each rule. From the Water Portal’s perspective, important keywords consist of more than 2 words (e. g. “air temperature”).
· A server can allow as many query terms that are not required or obvious to a user client as it wants. However, a third-party client would simply neglect them when the explanation cannot be found.

· Seamless transition from a search result to the data-access (order) is hard to achieve if the data requires user authentication.

Pedro said this is very helpful.  For example, there should be a sentence about the issue of whitespace being and/or. There was also discussion on the importance of two-step search, and this should be endorsed and implemented at the GCI or GEO IIB level.

JAXA proposes leveraging this OpenSearch client to become a CEOS OpenSearch Test/Demonstration client for demonstrating with CWIC and FedEO and showing the aggregated results in a single page, and evaluating CEOS OpenSearch specification from a client perspective.
2.2.9.3 CEOS Opensearch
Richard gave a presentation covering OpenSearch implementation status at different organizations. The presentation included an extensive list of reference documents, and a summary list of discussions between the CWIC and HMA teams and the SIT. He noted the CEOS-SIT28 decision that WGISS coordinate the definition of a common “CEOS Opensearch” standard. He displayed a diagram of CWIC and HMA interoperability. The proposed approach resulting from those discussions is as follows:

“Specify and implement a common CEOS standard – the ‘CEOS OpenSearch’ with the contribution of a WGISS team that includes representatives from FedEO and CWIC, specify the standard using current implementations of the specification (i.e. CNES OpenSearch, ESIP Federation OpenSearch, and the OGC OpenSearch). CEOS OpenSearch to be standardized through OGC process to ensure wider adoption. FedEO and CWIC teams implement the CEOS OpenSearch standard for external client access. The CWIC and FedEO systems will continue to maintain and support their native CSW and HMA interfaces as long as they are used by partners. CWIC and FedEO continue to add data partners to their current systems.”
The benefits of this approach are that Opensearch is easier for portals/clients to be developed, and CEOS and other Community Portals need to implement only one access standard to search and access data from CWIC and FedEO. The combination of the search results can be implemented in the Portals, and CWIC and FedEO systems can be evolved independently. It allows for new CEOS catalog servers to be introduced without additional overhead than the current situation (either under CWIC and/or FedEO). It prevents interruption or delay of current search and access services, and provides an opportunity for CWIC and HMA/FedEO experts to work together in the development of a common standard for access to all CEOS agency data (this development is currently taking place independently in Europe, US and Japan for OpenSearch).

Pedro suggested changing “specifications” to “best practices”.  It was agreed that WGISS would not try to develop a new OpenSearch standard but a CEOS OpenSearch "best practice" to meet the goal of CWIC-FedEO interoperability. 

Pedro is writing an OpenSearch extension for EO queryables which is about to go through OGC process for finalization. WGISS will review this document and collect comments from CEOS organizations for any necessary updates. If the comments are not significant, they will be incorporated to the document and it will be used as the CEOS-agreed best practice. If the comments are too significant to be incorporated in the document, further discussion will be necessary, and perhaps a separate document will be needed. Richard remarked that he likes the concept of obtaining consensus at WGISS-36; comments of the draft should be returned before the WGISS-36 meeting so it can be submitted to OGC.  

The proposed tentative schedule is (after discussion changes):
· WGISS-35 (May 2013) – CEOS OpenSearch Kickoff Meeting 

· CEOS OpenSearch draft Best Practices – Aug 2013 
· WGISS-36 - CEOS OpenSearch Best Practices Workshop and collocation meeting with OGC team (23 September) 
· CEOS OpenSearch Final Specification – December 2013

· Completion of the OGC standardization process – December 2013
· WGISS-37 (April/May 2014) - CEOS OpenSearch Workshop for Catalog Implementers (FedEO/CWIC)

· CEOS OpenSearch implementation for external client access to CWIC, to FedEO and to any OpenSearch data server
· CEOS Portals implementation of the CEOS OpenSearch

Action WGISS-35-15: Mirko Albani to organize a CEOS Opensearch Best Practices Workshop with the OGC team for 23 September, 2013; by 31 August, 2013.

Action WGISS-35-14a: Pedro Gonçalves to distribute the OGC Opensearch Extension for EO Products draft for review to the Opensearch Project team; by May 27, 2013.

Action WGISS-35-14b: The Opensearch Project team to send comments on the OGC Opensearch Extension for EO Products draft to Pedro Gonçalves; by August 15, 2013.
Action WGISS-35-14c: The Opensearch Project team to prepare the CEOS Opensearch Best Practice Document, based on comments from the OGC Opensearch Extension for EO Products; by release date of OGC Opensearch Extension for EO Products document.

The proposed CEOS OpenSearch team will be comprised of
ESA: Pier Giorgio Marchetti, Giuseppe Troina, Yves Coene

NASA: Andrew Mitchell, Yonsook Enloe, Douglas Newman, Christopher Lynnes

JAXA: Yoshiyuki Kudo, Satoko Miura

CNES: Richard Moreno, Jérôme Gasperi

NOAA: Martin Yapur, Kenneth McDonald

The proposed CEOS Opensearch objectives are to standardize Opensearch for EO data access - list and syntax of queryable metadata (time, geography, dataset name, etc.), and list and syntax of result metadata (title, descriptor of the dataset).  The format of the OpenSearch result should be Atom, XML/RDF, and GeoJSON. Atom is the natural output format for OpenSearch. The work on metadata can be done in two phases:
· Define a minimum set of metadata (e. g. CWIC or EO Product set of metadata). Most of them are already standardized in [RD1], [RD2], [RD3] , [RD10] (quickly achievable).
· Define if necessary a complementary set of metadata

Richard listed existing (and known) Opensearch initiatives and included a description of each (see presentation). It was agreed to create a new WGISS OpenSearch Project. Yoshiyuki Kudo and Richard Moreno agreed to co-lead.

Action WGISS-35-16: The Opensearch Project Team to develop a TOR and a WGISS website page; by August 31, 2013.

2.3 GA.4.Disasters Project
Karen Moe chaired the GA.4.Disasters Project session, and gave an overview and status of the project.  She reported that the GA.4.Disasters architecture document has been updated from the AIP-5 participation.  Current areas of work for the project team are:
· Analysis of EO for risk assessment 

· Sensor web pilots supporting architecture findings and capacity building

· Results of the GEOSS Future Products Workshop (March 2013)
· Outreach: American Geophysical Union AGU presentation on architectural drivers for meeting near real time needs Dec 2012, and ESIP Federation Winter Meeting session on regional emergency managers needs Jan 2013.
2.3.1 CEOS Disasters/Risk Management Activities

Karen reported that the WGISS GA.4.D Project team has participated in the CEOS Ad hoc Study Team for Disaster/Risk Management since November 2012. The team is focused on pilot implementation plans (floods, seismic hazards, volcanoes) to drive strategy. GA.4.D assessed the DRM report of October 2012 to identify their role in cross-cutting architecture contributions focused on infrastructure, standards, and metadata. GA.4.D is hosting the May 2013 meetings at NASA.
Stu Frye outlined the CEOS DRM activities, which include:
· DRM Flood Pilot

· Observation strategy development

· CEOS Working Group recommendation

· Relationship Of CEOS Disaster work to GEO Disaster Societal Benefit

Stu concluded saying that the CEOS Disasters web page is up-to-date.  

2.3.2 GEOSS Future Products Workshop

Karen Moe reported that WGISS collaborated with GEO IN-01task leads for a multi-theme workshop (Architectures, Sensor webs, Model webs, and Interoperability). The keynote presentation was given by Dr. M. Freilich (NASA) CEOS SIT Chair.  The workshop featured disaster management, agriculture, and other GEO SBA themes.  The sensor web focus addressed the integration of in situ, satellite and model forecasts in sensor webs and enabling on-demand products. The final workshop report and recommendations to GEO is in process. Workshop briefings, information are available at http://www.ogcnetwork.net/node/1872#S6.
2.3.3 GA.4.D Architecture Update


John Evans presented the GEOSS Reference Model for the Use of Satellite Data in Disaster Management and Risk Assessment (GA.4.D), stating the problem statement, the desired outcomes, and the GA.4.D scope, purpose, and structure.
The GA.4.D problem statement is as follows: Supporting international disaster management with satellite observation often involves ad hoc arrangements among many players, and has limited effectiveness, efficiency. It is unclear how new suppliers and new users can contribute data and services, and planners are unclear what the resources are (shared, missing, interdependent, isolated). Partnerships, standards, shared vocabulary, etc., need to be established in advance of disaster events, and a precise, common understanding of processes, information and computing resources, and user needs are needed.

The GA.4.D Desired outcomes are a clear, shared understanding of the components, roles, relationships of information systems and services; effective, efficient, collaborative processes and systems that are streamlined with automated access to data and services; ongoing activities linked to the overall enterprise (proof-of-concept prototypes, GEOSS AIP, CEOS DRM0, with shortfalls, gaps, and redundancies identified; and insights from (and relevant to) practitioner experience. 

Enterprise Viewpoint:

GA.4.D Scope and purpose is based on GEO Task DI-01 – GEOSS Strategic Targets, and the CEOS Charter, and consistent with GEOSS principles. The lifecycle phases are fourfold: mitigation, warning, response, and recovery. John listed and compared a number of disaster types, and showed diagrams of activities and use cases involved in satellite data support to disaster management.
The stages of disaster management capability can be categorized as ‘system initiation’ and ‘steady-state’ operations.  The first involves identifying inputs for event detection; event triggers, choosing indicators for situational awareness, defining modeling element, developing workflows and data flows, and defining automation goals. The steady-state operations involve monitoring data streams, detecting events, triggering workflows, tracking key indicators, tasking sensors and data acquisition, running models, and analyzing and disseminating products.
Information Viewpoint:

Information content depends on the GEOSS AIP architecture concepts of spatial referencing and data quality and provenance. Observations by disaster type and phase are based on the 2012-2015 Work Plan (GEO, Dec. 2012), the Critical Earth Observations Priorities (GEO report, 2010), the GEOSS 10-Year Implementation Plan Ref. Doc. (GEO, 2005), and the Use of Satellite Data for Risk Management (CEOS/GEO DI-06-09 report, Nov. 2008). The metadata is a key in finding relevant data assessing its fitness for use, and for georeferencing and semantics. 

Some data have restrictions, preventing use by entire end user communities, and preventing continued access to products for ongoing recovery and research.  Frequent, high-resolution observations and accurate, up-to-date base maps are essential to meet cross-cutting needs. Common data operations include preprocessing, analysis, interpretation, and product creation.
Computation Viewpoint:

Computation and services must be generic and also disaster-specific. Cross-cutting needs include near-real-time data access and delivery, cross-community interoperability, ease of use, and access to end-users. Also needed are web services and other services such as broadcast / push (LDM, GEONETCast), and physical media delivery, and services to facilitate getting (only) the right data. 
John displayed an example diagram of “gaps” identified in the DRM floods theme. The DRM Pilots and Global Observation Strategy should draw conclusions for CEOS regarding future implementation of: 

· Services infrastructure for near-real-time services, on-demand, user-customizable products, access by specialized end-user tools, diverse user needs, discovery, collaboration and crowd sourcing. 

· Open, well-defined, standard interfaces for data search and access, data processing and interpretation, modeling, and sensor tasking in coordination w/ GEOSS Standards and Interoperability Forum (SIF).
· Recommend best practices for metadata content and usage; metadata must help users assess data’s fitness for use, disaster managers cannot just filter out all imperfect data, operational decisions require knowing data quality, and consider coordinating with GEOSS Common Infrastructure.
· Emphasize broad, easy data access and sharing.
· Address all phases of the disaster lifecycle. 

Near-future challenges are a robust services infrastructure that has simple, predictable service interoperability, has open, widespread sensor access and tasking, has simple access to customized, on-demand products and has standards-based crowd-sourcing / collaboration.  Also a challenge is having metadata to support reliable data discovery and filtering, high-level access to automated workflows, and clear semantics and semantic links.
Wyn commented there is only a brief mention of disaster risk management issues and suggested more emphasis on that aspect as it has a different need for services. John agreed that DRM is part of the mitigation phase, and that can be made much clearer.  

2.3.4 Earth Observations in Disaster Risk Assessment 


Sergii Skakun presented on the topic of Earth observations in disaster risk assessment, beginning with background on risk assessment.  Satellite EO can be used for hazard mapping: disaster mapping, EO data time-series processing (e.g. using extreme-value-theory), frequency analysis, and data assimilation.  It can also be used to estimate vulnerability (land cover mapping, assets mapping) and for operational disaster risk assessment using integration of heterogeneous data, sensors, models, and a service-oriented approach. The disaster probability density function can be derived with ensemble processing of the data sources using a mixture of experts and an integrator.
Sergii Skakun discussed three case studies:
· Flood hazard mapping form EO data time-series, within the Namibian sensor web pilot, using LANDSAT and TRMM satellite data and water level and water flow ground data.
· Agriculture monitoring within GEO GLAM and JECAM at established JECAM test sites in Ukraine. Tasks are crop mapping and area estimation (SAR and optical satellite images assisted by ground surveys), and crop yield forecasting (based on MODIS data and statistics). The data used is ESA Sentinel-2 for Agriculture, validation for global products, and LDCM/LANDSAT-8.

· Drought hazard mapping from EO data time-series. Application of extreme value theory to EO data, using the Vegetation Health Index.
Sergii displayed a sensor web architecture diagram, and discussed the benefits from integration with the Grid platform like Globus Toolkit. Sensors discovery could be performed through the combination of Index Service and Trigger Service, and high-level access to XML description of the sensors and services could be made through queries to the Index Service. The Grid platform provides a convenient way for the implementation of notifications and event triggering using corresponding platform components, and Reliable File Transfer (RFT) service provides reliable data transfer for large volumes of data. Globus Security Infrastructure provides enforcement of data and services access policies in a very flexible way allowing implementation of desired security policy.
Sergii displayed a diagram of the sensor web architecture for flood application, and the workflow for data planning, acquisition and processing. He noted that they use the Sensor Planning Services (SPSs) to request satellites to acquire images of the specific territory for flood assessment. Performance evaluation was done using image of the ice footprint north of Kyiv, resulting in 6.5 hours elapsed time between data acquisition and processed image available on the web.
In summary, EO provides advantages and benefits for disaster risk assessment in terms of hazard mapping (probability density function estimation), and vulnerability mapping. Disaster risk assessment requires integration of multi-source data, therefore benefitting from the use of sensor web. Integration with Model Web (e.g. global meteorological models, GFS, frequency analysis, modeling of extremes from satellite data and products) is helpful, and integration of Sensor Web and Grid is used to provide processing services.
2.3.5 Capacity Building for Disaster Risk Reduction in Namibia 


Dan Mandl stated that the end goal of the Namibia Early Warning Flood Project is to use historical Moderate Resolution Imaging Spectroradiometer (MODIS), Radarsat, and Earth Observing‐1 (EO‐1) Water Level Maps to relate hydrologic model stream flow to spatial extent of flooding. He described background activities, and described the vision of the project – to correlate satellite and river gauge data to estimate flooding and provide advanced warning.  The team is also working to find river gauge level that results in flood event, and to use historical satellite imagery to determine where water will go once it is over the riverbanks. 
Dan also discussed capacity building for disaster risk reduction, asking the question: “How can we apply the resources we have to get them the right products at the right time?” He displayed a number of diagrams, highlighting the massive amounts of data involved.  He displayed the sensor web architecture, and a diagram of the cloud configuration for flood dashboard, saying that it was helpful to create a flood dashboard for easier analysis. He mentioned that it is important to use the local country’s expertise to determine parameters that matter and eliminate those that do not. The team participated in training for the local hydrologists, interacting with the users, and other capacity building activities. They also explored the socioeconomic assessment and conducted field exercises around the Okavango River to train the country hydrologists in research methods to use in Namibia, increasing collaboration.  

He concluded saying that they built the team, gathered requirements of tools that would be useful, and ran annual exercises to use the tools.  They plan to continue to develop robustness of tools and expertise of country personnel; other groups (such as SERVIR) are beginning to join the effort.
2.3.6 Remote Sensing for Lushan Earthquake Monitoring 

Liu Dingsheng presented use of remote sensing for earthquake monitoring using the example of the Lushan earthquake, magnitude 7.0 on April 20, 2013.  Aircraft collected 256 GB of high-resolution airborne remote sensing data for the earthquake-hit area. The data were used to assess road damage, landslides, collapsed buildings, barrier lakes.
The Institute of Remote Sensing and Digital Earth (RADI) Data Sharing project for the Lushan earthquake used satellite data (eight scenes from LANDSAT-5, SPOT-4, SPOT-5, and RADARSAT-2) and airborne data. Lessons learned from this event are that timely information gathered by the quick response for data acquisition allows government departments to make quick decisions during the disaster. Historical information and new remote sensing information allow making detailed analysis that is important for facilitating rescue and relief efforts. Data sharing sometimes is even more important than technical issues; the emergency response mechanism benefits from a strong support with remote sensing monitoring and assessment.

Karen wondered if they find that there are certain data products that could evolve into standard data products for earthquake response.  Dingsheng agreed that more effective data sources and more research are needed.

2.3.7 Next Steps

Karen Moe discussed next steps for the GA4D project team:
· Focus GA.4.Disasters architecture recommendations on CEOS DRM development of Global Observation Strategy, promoting the importance of data product utilization in CEOS strategy, and seeking clarification of role of DRM to the International Charter for Disasters.  

· Work with WGCapD help to identify community standards for disasters semantics in support of capacity building (training, product improvements, tools)
· Reach out to Disaster Management communities for feedback on GA.4.Disasters architecture findings and recommendations:
GA.4.Disasters Architecture for integration of in situ and satellite observations accepted at IGARSS July 2013

GA.4.Disasters activities at the Earth Science Information Partners Federation meetings July 2013 

2.4 IDN Interest Group


Andy Mitchell chaired the IDN Interest Group session. Michael Morahan presented the IDN report, noting that the latest issue of the IDN newsletter was just released. 

2.4.1 New GCMD/IDN Developments
Michael Morahan displayed the new GCMD homepage, with a new design and structure, and a number of new features.  It uses tree-structured normalized keyword navigation, and has a filter option to rapidly identify keywords that match the filter criteria and eliminate unrelated keywords in the keyword tree. The free text refinement provides keyword suggestions, and dynamically generated hit counts. The site now also has integrated GCMD Metadata Web Service (MWS) and Keyword Management Service (KMS).
IDN new development includes a broken link checker, where metadata authors subscribe to receive notification via e­mail when their metadata records have broken URLs. This leverages the GCMD “Link Checking” Software, and has a direct link to the docBuilder tool to repair links, when needed. Agencies can contact gsfc­gcmduso@mail.nasa.gov to subscribe. 

Also new is the GCMD/IDN Static Keywords Directory. This is another option to the RESTful web service that is currently being offered to users who do not need the advanced functionality of the web service, but still require access to the GCMD keywords in an ontological framework.  The static directory offers the keywords in compressed static files without the “dynamic query access” or subsetting features of the RESTful web service. The keywords are offered in RDF, XML, and CSV formats, and content is cached and updated every six hours, resulting in improved performance of the Web services for collaborators who use that service more frequently. The static keyword directory does not require authentication. Users can access the static keyword directory at http://gcmdservices.gsfc.nasa.gov/static/kms/
The IDN team has also developed a new IDN STATIC CSW server for client testing. Michael listed the datasets on this server.
Michael also noted the recent (April 17, 2013) keyword release: “The GCMD staff is pleased to announce the release of version 8.0 of the GCMD/IDN keywords. This release represents a major revision and expansion of the Solid Earth and Atmosphere > Clouds keywords. Additions and changes to the keywords were the result of many years of collaboration with the Earth Science community.”
The IDN team has made available a beta Bulk-Uploader GUI, where DIF authors may submit multiple DIFs in one instance. The new ISO-to-DIF Converter (beta) permits DIF authors to convert ISO metadata to GCMD/IDN DIF. Command line inputs from GCMD/IDN coordinators are possible (client interface possible in the future.) Output of the ISO-to-DIF converter has been reviewed by NOAA and UNEP.

The IDN website has been re-designed, with the intent that users can find things more easily.  

Proposed additions to the DIF format:
· Processing level - contains the level identifier and level description of the collection.  Possible valids (based on NASA EOSDIS Data levels):  0, 1A, 1B, 2, 3, 4 ( http://earthdata.nasa.gov/data/standards-and-references/processing-levels)

· Data Center >Type – Type of Data Center.  Possible valids:  Distribution Center, Archive Center, Originating Center, and Processing Center.

2.4.2 IDN Metrics

Michael Morahan provided metrics for the IDN site for the time period April 15, 2012 to April 15, 2013 (using NetInsight).

Total Visits: 45,400


Average Visits per day: 124



Total Page Views: 94,141


Average pages viewed per day: 257

Nihou metrics for the IDN services, January 1, 2013 to April 1, 2013 are:


Metrics for gcmdsrv1 (IDN’s Production CSW server):

Total Visits: 8,531

Average Visits per day: 94


Total Page Views: 108,739

Average pages viewed per day: 1,208


Metrics for gcmdservices (Keyword Management Service (KMS and Metadata Web Service (MWS) RESTful web services server) are:
Total Visits: 7,358

Average Visits per day: 81


Total Page Views: 351,471

Average pages viewed per day: 3,905

Total IDN searches for the year were 58,703 (55,068 were keyword refinement searches). He also displayed a chart of CEOS Portal views (as high as 5000 in a month).  

Michael listed the US GEO DataCORE contributions by agency, noting that the total ISO-19115 Metadata Records in CSW Server is 22,337. ISO-19115 Metadata Records Tagged as GEOSS DataCORE: 8399 (+15 INPE Metadata Records). Michael also listed a number of access points and links.

Pedro Gonçalves asked if it is possible to add “deep-linking”, and also raised the issue of updating collections served by two different institutions.  Lubia suggested that in some instances some metadata can be the same since the data is the same.  There is a relationship between two collections but identifying it is a lot of work, and a parent DIF is not the best approach.  US agencies are trying to use unique identifiers.  

2.4.3 IDN Discussion 

Andy Mitchell discussed possible enhancements to the IDN, noting that the team was asked to map the IDN science keyword to the MIM; this is done, it works, but is just a small link that is not helping anyone. Andy raised the question of how to measure IDN’s Fit-For-Purpose, and how to improve its visibility - having ~14,000 datasets registered does not equal success.  Suggested enhancements are:
Improved IDN Portal (e.g. map to MIM keywords instead of GCMD keywords) 

IDN OpenSearch API

Send periodic (e.g. yearly) request to IDN DIF authors to update records, and providing harvesting capability and HTTP Ingest capability 

Allowing agencies to add additional information to the DIF (for instance guide documents?)

Andy reminded of the action from SIT-28 to encourage CEOS agencies to reconcile DIFs in IDN, for GEO to promote the use of IDN for satellite data and to draft a formal letter requesting CEOS agencies to register and reconcile DIFs. Submit to CEOS SIT for endorsement, signature and distribution. 

John commented that periodic updates should be done at intervals no longer than one year to ensure the relevance of the entries. Wyn noted that the harvesting aspect has advantages and disadvantages.
Satoko suggested translation of keywords to other languages; this would have many benefits. 

Andy recommended a one-day workshop on the IDN at the next WGISS meeting held in the United States.

2.5 Virtual Constellations Interest Group 


John Faundeen chaired the Virtual Constellations Interest Group Session.
2.5.1 Land Surface Imaging VC



Julio D'Alge listed the current LSI terms of reference, noting that its primary role is to promote the effective and comprehensive collection, distribution, and application of Earth Observation (EO) data of the global land surface, especially to meet societal needs of the global population, such as those addressed by the GEO SBAs. The remit of the LSI VC is to coordinate and focus land EO contributions from CEOS agencies supporting CEOS priorities. This includes considering space-based remote sensing from optical (visible and infrared including thermal) and microwave instruments. The CEOS priority actions are main drivers for the group:
· Improved coordination support of Space Agency terrestrial activities related to climate initiatives

· Direct support to key GEO initiatives that CEOS has endorsed including the Forest Carbon Tracking, the Global Forest Observations Initiative, the Joint Experiments on Crop Assessment and Monitoring and, as appropriate, the GEO Global Agricultural Monitoring

· Investigating ways LSI can integrate or utilize the outputs from CEOS Quality Assurance for Earth Observation (QA4EO) efforts

· Developing tools and sponsoring forums for CEOS terrestrial mission planning. 

Julio considers “direct support to key GEO initiatives that CEOS has endorsed” is the most important bullet point. He went on to give information and background on the CEOS GFOI Space Data Coordination Group (SDCG) which was established by the 25th CEOS Plenary (November 2011). It serves to implement The CEOS Strategy for Space Data Coverage and Continuity in Support of the GEO Global Forest Observations Initiative (GFOI) and Forest Carbon Tracking (FCT) Task.  
The remit of SDCG activities is defined by the scope of the CEOS Data Strategy document. Points to note:

· The SDCG seeks to support coordinated acquisition of all relevant Earth observing missions in support of GFOI and FCT needs emphasis is on coordination of CEOS agency missions, but an effective interface will be developed to engage and communicate needs to commercial operators

· The SDCG will limit its coordination to acquisition planning, at least initially; the broader scheme of data processing and distribution will be directed by the GFOI implementation, and the SDCG may have a role therein in due course

· The SDCG is not intended to be an open-ended arrangement for support of GFOI operations; it is anticipated that as the institutional arrangements and capacity for GFOI and its Project Office develop, the SDCG functions will transition into these structures. 

· Noting the need for data coordination processes in support of other emerging CEOS priorities, the SDCG is being established with a view to being able to broaden its scope in future. 

The remit of LSI VC is to coordinate the distribution of terrestrial data including terrestrial ECVs, from CEOS agencies supporting CEOS priorities. This includes considering space-based remote sensing from optical (visible and infrared including thermal) and microwave instruments. The CEOS Priority Actions are main drivers for the group. The LSI VC will provide the following services and activities (deliverables):
· Provide distribution services from the LSI portal for CEOS agency terrestrial data.

· Facilitate the distribution of terrestrial ECVs as recommended by the WGClimate. 

· Strive to address the cross-cutting issues that are common and fundamental to all data coordination responses from CEOS (information extraction, cross calibration, inter-operability, long-term data records, availability and dissemination, data quality, metadata) in cooperation with the other CEOS Working Groups.

· Provide end users updated information on current CEOS data coverage, gaps and potential discontinuity in data availability.

· Investigate a land data coordination role with CEOS agencies utilizing Public-Private Partnership arrangements with the goal to facilitate data access and usage for CEOS sponsored activities. 

Julio announced the creation of the LSI Study Group (LSSG) at SIT-28; definition of LSSG ToR is underway. A draft will be presented at the SIT workshop, for endorsement at the CEOS Plenary. The LSSG requested a representative from WGISS. Julio added that currently there is no discussion to roll the entities together; they would very much benefit from contributions from WGISS. 
Satoko asked for details on the requirements for the WGISS representative.  Julio said that it would involve a few one hour teleconferences; the schedule of these will be discussed at the teleconference end of May. The WGISS representative must also be willing to review the ToR document. Satoko asked the membership to let her know if any are willing to serve this role.

Wyn commented that the SDCG has a focus on new acquisitions whilst the LSI has been more about data access; there is a possible role for parallel activity.

Action WGISS-35-11: Satoko Miura to ask the WGISS representatives to consider being the WGISS representative to the LSSG; by May 27, 2013.

2.5.2 
Atmospheric Composition VC


Stefan Falke listed the mission statement of the Atmospheric Composition Portal (ACP), noting that it is at the intersection of atmospheric and information sciences.  The current focus area of the ACP is to serve as a trusted resource for information about accessing and using remotely sensed atmospheric composition data. The portal provides a means for identification of data useful for particular types of science and applications, guidance to data providers and consumers on best practices for sharing and using data and analysis tools, with a particular emphasis on implementation of interoperability standards. It also allows comparison of data to foster understanding and insight into the unique characteristics of a dataset; taking best characteristics of datasets and pulling them together for specific analyses. The ACP addresses challenges in various communities, spanning ACC and non-remote sensing based communities.  

Ongoing ACP activities include re-engagements of the ACP technical team, the drafting of the ACP Strategic Plan, and participation with the Task Force on Hemispheric Transport of Air Pollutants (HTAP). Collaboration with the HTAP involves work on modeling, air emissions; the task force is very interested in conducting analyses with remotely sensed data, but need help with understanding what is available, how to access, and appropriate uses.  This collaboration is expected to continue.  The ACP is also working on a revision of the ACP Data Table, assessment of metadata generation, flow and access, and a redesign of ACP Website.
The ACP Data Table will provide a list of Atmospheric Composition data available across the community, and allow different user groups to filter the list to identify datasets relevant to their needs. It will also serve as a launching point to additional metadata, data access, and other information.  

In terms of metadata generation, flow and access, the ACP is exploring metadata best practices. One interesting aspect is the semi-automatic population of the data table, by accessing metadata records. The challenge is for the records to have the right metadata to allow this. A simple subset wizard tool has been implemented to simplify identification of the data. The ACP is also working on plans for a multi-sensor data synergy advisor, and redesigning the ACP website to address feedback from GEOSS and other portal reviews and assessments.  They plan a transition to using Drupal as the website platform, and improved site navigation, maintenance and upkeep.

Stefan listed the ACP technical team; they are seeking additional perspectives from across WGISS. 

Ken McDonald noted that Stefan mentioned CWIC and IDN in context of metadata best practices, and wondered if they are using functionality for discovery and access that is available.  Stefan replied that they are definitely looking at that, and also at the European efforts.  For granule data access, the CWIC approach seems pretty attractive, but they are looking at other brokers as well.   

2.5.3 
Precipitation VC


Steven Neeck presented the background of the CEOS Precipitation Constellation (PC), whose primary role is to establish an international framework to guide, facilitate, and coordinate the continued advancement of multi-satellite global precipitation missions. The VC has an existing constellation of precipitation sensors using TRMM as a reference for providing multiple merged multi-satellite global precipitation products for research and applications. The VC also has an international constellation satellite mission, the Global Precipitation Measurement (GPM) mission envisioned to be a realization of the CEOS PC to be launched in early 2014. There are also other existing and planned missions capable of observing precipitation, including the recently launched S-NPP, Megha-Tropiques, GCOM-W1, and MetOp-B satellites.

The implementation of the CEOS PC is in four phases. The Study Phase included startup activities and survey existing PC member multi-satellite products: NASA TRMM 3B42, JAXA GSMaP, NOAA CMORPH/QMORPH, NRL-Blend SRE, EUMETSAT, and MPE. The GPM preparatory phase involves comparison of different methods of inter-calibration for generating uniform precipitation estimates from diverse types of precipitation sensors, evaluation of different multi-sensor precipitation products, and the prototyping of uses of merged data products from multiple sensors as well as evaluation of tools to support such use.
The GPM phase (beginning next year) will include the launch and operation of GPM, the first constellation-focused mission that will improve precipitation estimates through extensive intercalibration and the use of a reference standard. The Post-GPM phase (after 2018) is beyond the timeframe of GEOSS 10-Year Implementation Plan. Lessons learned from GPM and other PC activities will serve to guide the planning and further evolution of CEOS PC.
Steven listed the deliverables in response to GCOS Action A-8. He added that the PC deliverables for 2013-15 are:

· PC Data Portal with links to CEOS Water Portal

· Precipitation ECV support – Response to GCOS Action A-8 - Ensure continuity of satellite precipitation products
· Deployment of GPM phase constellation satellites and maintaining continuity with TRMM

Advocacy of post-GPM phase PC is in three areas: The potential Microwave Imager (MI) shortfall in the post-GPM era, light and solid precipitation measurements at high latitudes, and GPM FO. Steven listed current status, schedules, key players and programs, and upcoming meetings.
John commented that this presentation served a great purpose to allow WGISS to understand the PC. Satoko asked if they had any requests for WGISS; Steven said they have no specific requests at the moment, but general interaction and dialogue will result in clarity.  

2.5.4 
Leveraging VCs to Improve CEOS Data Access



Pedro Gonçalves began his presentation by listing the VC Portals Study objectives, which are to identify and evaluate access to datasets belonging to each VC, and to provide guidance on improving discovery and online access to space data collections. The CEOS Virtual Constellations have great potential to link between data collections and application domains, to improve links between collections, to provide interoperability for cross-search / relation  (link a product with data and space-time equivalent product, link products with auxiliary data), and to introduce domain “intelligence” into search and access. 
The VCs Data Access Study consisted of testing each collection in terms of geospatial and temporal scope, format, data discovery, and data access. He listed the study results for each of the following constellations: Atmospheric Composition, Land Surface Imaging, Ocean Colour Radiometry, Ocean Surface Topography, Ocean Vector Winds, Precipitation, and Sea Surface Temperature. Next steps are:
· Most collections are online and available; CWIC and OpenSearch are already present, but flat files distribution need to be harvested.
· Each Virtual Constellation Lead should validate primary data collections listing, define priority data collections, and define data flows scenarios (discover to access).
· VC machine to machine discovery and access; inputs to the OpenSearch adoption in CEOS, and  adoption of Earth Observations queryables (HMA-S).

· Demonstrate workflow scenarios (access and process data).
Pedro concluded saying that this is just an analysis; the VC champion can use the analysis and proceed from there.  John noted that as a result of the study, the LSI will be adding some collections soon that will add a lot of value. Ken congratulated them for doing this, because this type of analysis is very helpful in leading CEOS forward. 

Satoko asked if there is a next step for WGISS to support the study activity. Pedro replied that a focused effort to improve data access and discovery is important, and WGISS is proceeding in the correct direction with OpenSearch.  Some agencies may need help to make the data accessible and compatible. Ken asked when this report is going back to the VCs, and Andy asked if WGISS should wait until the report comes out.  Lubia noted that some issues may not be solvable at this time; for example the issue of authentication needs to be solved to improve discovery and access as stated in the study.
2.6 CWIC
Project
Martin Yapur chaired the CWIC Project session. He displayed a diagram of the CWIC evolution and milestones, from its inception at WGISS-27 in 2009. He stated that the end of 2012 and beginning of 2013 has been very exciting – a significant milestone has been achieved with the collaboration of CWIC and FedEO using OpenSearch. Providing access to data is the key!
2.6.1 CWIC Report 

Yonsook Enloe began the CWIC report listing the CWIC team which is very broad based, working together to solve common challenges for search and access, seeking approaches and solutions that work for CEOS agencies’ operational EO systems. The team constantly needs to consider end-to-end implications for assumptions and approaches, diversity of providers and clients, and scalability and maintainability of solutions. There are five elements in the CWIC team: the design team, the server implementation team, the client partners, the data partners, and the IDN.
Yonsook gave a brief description of the CWIC architecture, which consists of three main items: the middleware, providing an access point for an inventory-level search at CEOS agencies who are CWIC data providers; the clients/portals - user interfaces to access cross-discipline data from CWIC data providers; and the IDN, which provides clients/portals directory-level search of CEOS agencies who have registered their collections in the IDN. 

The objectives of the CWIC system drivers are to broker searching from portal/client applications to CEOS data providers; to streamline search and access to EO data; to minimize operational costs for participation by using agencies legacy data systems; to allow data providers to expose their data holdings to a broader user base; to promote sharing of data among distributed individuals and organizations; to offer multi-disciplinary content to a growing number of Earth science applications and interdisciplinary research efforts; and to facilitate the creation of custom client applications that optimize data acquisition and provide unique functionality for specific end-user communities.
CWIC provides a major source of satellite data inventory search and data access in GEO. Current data partners include NOAA (CLASS, GHRSST), NASA, USGS (LSI), INPE, CCRS, AOE, and ISRO; USGS and INPE provide access to operational databases. The LSI team added additional data to CWIC through the USGS CWIC connection and is operational. NOAA will add access to most of the data in CLASS when the new API is released in summer 2013. NASA is working to make all EO unrestricted online satellite data accessible from CWIC, including near real time data (from LANCE). GHRSST added about 60 data collections (~2.3 million granules) and is operational. CCRS is very close to being an operational data partner and will offer access to Radarsat-1 and -2. AOE is working to add CRESDA (HJ1A, HJ1B, CBERS01, CBERS02, CBERS-2B, Beijing-1 (BJ-1), and NSMC/Feng-Yun (FY3A, FY2D, FY2E). ISRO is working to become a new data partner.
CWIC client partners include the LSI Portal, which provides search and access to the LSI data of interest; the CCRS Agency Client, providing CCRS data and CWIC connection; and CWIC-Start, a user interface client for scientists that provides collection search by GCMD keywords (mission/instrument, science,…) via the IDN CSW, and provides search and access to all CWIC accessible inventories via the CWIC Server.
Yonsook presented the current status of the CWIC project.  In terms of the process to register data collections in the IDN and initialize the CWIC Servers, the CWIC DIF builder tool has been developed (Project = CWIC to tag the CWIC collections); all CWIC DIFs are accessible in IDN TEST; CWIC DIFs will be made “private” in the IDN OPS until the data provider is ready to move to the CWIC PRODUCTION server. The IDN staff maintains a spreadsheet of CWIC DIFs, and reports new CWIC DIFs to the CWIC team weekly.  CWIC has four servers: DEV, TEST, PRODUCTION, and STATIC.  The STATIC server is a client testing tool with just a small subset of data/granules copied from data partners instead of live connections to data partners; it is helpful for testing client enhancements. The Bugzilla tracking tool is installed to report and track bugs and Metrics is installed to gather information on CWIC performance and monthly reports accessible from the CWIC webpage.

The IDN and CWIC CSW specify spatial search area and specify and interpret temporal range in the same way.  The IDN has copies of all collection metadata “in-house” and uses the open source software, GeoNetwork, for its CSW access; it has the full breadth of the CSW support. CWIC sends searches to data partners which handle the search criteria individually and can only support what all the partners support. This means that CWIC handles a subset of space/time searches that the IDN can handle.

The project team has been working toward CWIC Data Partners API consistency – making all the CWIC partners look “the same”; details of each data partner API is on the CWIC webpage. The consistencies are:
· Support same search criteria

· Support pagination (#hits, scrolling through the pages of returns)

· Support chronological (most recent first) sort order for returned results

· Support online data access/order URL
· Support GetRecordById – to get different types of granule metadata

· Support exceptions code handling (to convey to the user, the data partner specific info or other status)

· If spatial criteria is mandatory for provider, what the default spatial criteria should be (e.g. global).

· If temporal range is required, then send exception condition to inform user.  No “natural” default for temporal range.

CWIC Extended Capabilities copies the spatial and temporal bounds of the dataset (from the IDN) into the CWIC Capabilities for each data collection.  Clients will then know what space/time bounds will result in hits. Clients can get space/time information about each data collection directly from the IDN. The only other anticipated future inventory search criteria is “keyword”; it is very important to keep the DIF information current in the IDN. 
Yonsook announced that the CWIC Project has obtained a long term funding commitment from NASA, NOAA, and USGS. She also reported that the CWIC Servers (DEV, TEST, PRODUCTION, and STATIC) are moving to a new hardware platform at USGS as the old hardware is outdated. The USGS team is providing a separate VPN for CWIC Servers for simplified security policies for access. The move will start in May/June.

After the CEOS OpenSearch is specified and endorsed by WGISS, the team will implement CWIC “Connectors” to translate from CEOS OpenSearch to the native protocols of the CWIC Data Partners’ inventory systems. They will maintain the current CWIC Connectors that translate from CSW to the native protocols of the CWIC Data Partners inventory system, and will also maintain the CSW interface to CWIC for all current clients. They will continue to work on CWIC Data Partners API consistency, on better “valids” for searching, and on CWIC and IDN consistency. They will also continue to develop and support a rich test environment for clients, and to develop processes and tests to make the CWIC Server and its data partner connections more robust.
Both the IDN and CWIC are integrated with GEO, and accessed by the GEO components (Geo Web Portal, DAB, and GENESI). IDN provides collection metadata for over 22,337 data collections available to GEOSS (6 May 2013), with 8399 of these data collections tagged as GeossDataCore. Registering a data collection in the IDN in effect registers the data collection in GEOSS.  A data collection must be registered in the IDN to be CWIC accessible. CWIC provides access to 1797 (6 May2013 figure) data collections with inventories. The CWIC team provides technical support for GEO component teams accessing IDN and CWIC, and reviews comments on GEO documents with regards to IDN and CWIC and GEO capabilities to search and access satellite data. They will provide support to the Sprint to Summit demonstration needs for search and access of data via CWIC.

As always, the CWIC team provides full support for new partners, and are welcoming new partners.  Multiple references and links can be accessed on the CWIC page of the WGISS web page.

Pedro asked if they are planning to include the date interval of each collection (temporal range). Yonsook said it is on the test CWIC server, and asked users to test it. Richard asked where the translation happens for the connectors; Yonsook replied that it occurs in the CWIC middleware - the agencies do not have to change their system to work with CWIC. Pedro suggested specifying the goal of the two-step search.  CEOS wants the two step search to be supported by the GEO Portal.  
2.6.2 IDN Support for CWIC


Michael Morahan gave a report on the support to CWIC from the IDN.  He began showing metrics of CWIC DIF metrics by agency and by science keyword. He also noted the new IDN STATIC CSW Server for client testing, and listed the static entries on the server.
Michael also explained that the production CSW server is updated daily and has public CWIC-DIF entries, while the development CSW Server is updated weekly and used for client testing.  Tagged entries with “Project=CWIC” are not in the production server. The link to the CWIC docBuilder is http://gcmd.nasa.gov/DocumentBuilder/Home.do?Portal=cwic. 

Nitant asked Michael to provide him with a list of the DIFs that have been registered by ISRO. Yonsook pointed out that there are now sample queries for accessing the IDN.
2.6.3 CWIC Partner Reports 

2.6.3.1 CWIC-Start Report 



Doug Newman reported on the CWIC-Start which is an evolving prototype web-based client to CWIC that links rich dataset metadata from the GCMD to the data holdings accessible from CWIC, allowing users to discover data in an intuitive manner. CWIC Start was developed by NASA's ECHO team, utilizing techniques and experience gained in producing NASA's state of the art Earth Science discovery tool, Reverb. Doug discussed current capabilities, next steps, and encouraged the partners to use it (http://api-test.echo.nasa.gov/cwic-start/).
2.6.3.2 NASA ECHO Report 



Andy Mitchell gave a report on the NASA ECHO. He noted that data centers are collocated with centers of science discipline expertise in order to provide the best support for the user community. He listed the data centers, listing new datasets in ECHO: Ocean Biology Processes Group, LANCE, and Crustal Dynamics Data Information System. He reported that ECHO has 3862 collections with 124 million granules, growing at a fast pace, and about 75000 registered users. Overall ECHO uptime is 99-100% over the past 12 months.
Andy also showed a graph of API usage, showing that 80% of ECHO search traffic comes from third party applications. He also displayed charts of the client breakdown for a week in February and April, and a graph of response time, which averages around 4 seconds or so.  

Andy showed a chart of all queries versus Reverb only.  It is evident that spatial and temporal queries are dramatically higher than science/sensor/instrument/platform queries. Ken commented that space and time would dominate even when using the keyword query.
Nitant was curious about regional breakdown, and Andy said he could provide that. Pedro noted the importance of having an API – these numbers show the usability. 

2.6.3.3 LSI Portal Report 



John Faundeen reported having 52 collections in the LSI Explorer.  This number is less than expected as they are adding only the datasets from NASA and NOAA that are of value to this client.  He noted that they will move forward on development once the forthcoming direction from the new LSI Study Group is evident.  John gave an extensive demonstration of the portal.
2.6.3.4 ISRO Partner Report 



Nitant Dube described the ISRO Earth Observation Catalogue System (IEOCS), and its integration with CWIC. He also described the Meteorological and Oceanographic Satellite Data Archival Centre (MOSDAC), which provides free access to browse and product catalogue, and to products to registered users.  The National Remote Sensing Centre (NRSC) also provides free access to browse and product catalogue; some products are free, while other products with commercial potential are charged.  NRSC metadata – access to browse should be available to users without registration (or at least to CWIC), they are working on getting this implemented. He listed the available data sets.

Nitant commented that currently ISRO has different catalogue servers providing access to metadata from different locations, but ISRO is planning to integrate them into IEOCS to provide a single point of interface (MOSDAC, NRSC) and link IEOCS to the ISRO Data Portal, and integrated with CWIC. Once the MOSDAC integration is complete there will be free access to 979,131 data sets (which is growing).  Nitant displayed a table showing CWIC data partner requirements compliance. He also described the test setup details, which include exposing static metadata for CWIC testing.  

Yonsook said it sounds like ISRO will be ready to test very soon; having static metadata makes a lot of sense.

2.6.3.5 GHRSST Partner Report



Ken McDonald presented, on behalf of Ken Casey, the background of GHRSST, a multi-agency/partner consensus collaboration, focused on multi-mission, high resolution SST data and applications. It has a relationship with the SST VC, which aims to foster the best quality sea surface temperature data for applications in short, medium, and climate time scales in the most cost effective and efficient manner through international collaboration, scientific innovation, and rigor. 

Interactions between CWIC and GHRSST began a year ago. The first collections were published in the IDN in August 2012, and accessible through CWIC. GHRSST catalogs are accessible through CSW, OpenSearch and the various REST services (JSON, GeoRSS, etc.).  The data center (NODC) is improving quality of metadata for selected GHRSST granules, including NODC keywords, resolution information, and browse.  Enabled “search granules” is possible for 47 GHRSST products. They are working with ESRI on performance tests. Ken showed an example of GRHSST search from the NODC page.

It was suggested that an SST VC representative should be invited to a WGISS meeting.
2.6.3.6 NOAA-CLASS Partner Report



Ken McDonald gave the NOAA-CLASS partner report, describing the Comprehensive Large-Array Data Stewardship System (CLASS).  CLASS was one of the original CWIC data providers, and it used NOAA Enterprise Archive Access Tool (NEAAT) as the CWIC-CLASS connector. NEAAT was developed as a prototype API to CLASS, and was not intended to be supported long-term.  Last December the CLASS Program disabled CWIC access via NEAAT (because of security audit); security questions may be resolved soon.
Ken showed a diagram of the CLASS evolution (present/future), and of the CLASS M2M Interface common access API initiative which is underway, with testing at three data centers.  The test objectives are authentication, data discovery, catalog search, order placement, order status, metrics.  An operational release is anticipated later this year.  The schedule for CWIC use of M2M is still to be determined, but discussions continue.
2.6.3.7 CCRS Partner Report 



Pat King gave the CCRS partner report, noting that Radarsat-2 imagery was added November 2012 and new Radarsat-1 imagery was added March 2013. Image Product Ordering URL refinement for Radarsat-1 and -2 is underway.
CCRS is a CWIC data partner for the Radarsat-2; 421,152 scenes are currently loaded in GeoNetwork, with a dedicated Apache Tomcat server system for a single GeoNetwork tomcat webapp to guarantee reasonable request response time. Radarsat-1 is a partnership between CCRS and CSA and GEOCat is the public catalogue of raw imagery. MacDonald Dettwiler is the sole licensed distributor of products. Patrick mentioned that in many cases, Radarsat-1 could be used if scheduling conflicts exist with Radarsat-2.  Due to technical issues, no imagery is currently being received at Canadian Ground Stations. Applications of the data include disaster management, interferometry, agriculture, cartography, hydrology, forestry, oceanography, ice studies, and coastal monitoring. 
Radarsat-1 satellite imagery was recently made available as a CSW server dataset to CWIC. As with Radarsat-2, a dedicated Apache Tomcat server system is used to guarantee a reasonable query response time. Platform RAM was increased to 18 GB to handle both Radarsat-1 and Radarsat-2; 416,431 scenes out of 785,843 scenes are available through the GeoNetwork CSW server.
Patrick described the option for refining the image product.
2.6.3.8 INPE Partner Report 



Lubia Vinhas reported that INPE continues to maintain their CWIC server and work with the CWIC team continues to adapt to solve any differences encountered. INPE is also working on obtaining a CSW server.

2.6.3.9 AOE Partner Report 



Wang Chaoliang discussed the state of the Chinese node in CWIC. He reported that the datetime format was changed in GetRecords request and the results 2013-01-01 00:00:00 to 2013-01-01T23:59:59Z. Some bugs were fixed (Hits, Results, Brief, Summary, Full), and result validation was done (gco: DateTime; CI_DateTypeCode codeListValue; gml: TimePeriod).
He also presented Spatial Data Sharing for the Sichuan Ya’an Earthquake in China, a 7.0 magnitude quake that struck on April 20.  The Aerospace Application Coordination System for Emergency Response and Data Sharing (ArcSer) system coordinates civil aerospace resources to acquire aerospace remote sensing data of stricken area and distributes the data to disaster reduction application agencies as soon as possible. The Academy of Opto-Electronics, CAS (AOE), as Center for Earth observation Emergency Response, is responsible for ArcSer’ s efficient and effective operations.
The Ya’an Earthquake Consultation Center for Remote Sensing data and Information Emergency Response were set up.  Satellite Mission Tasks were planned to guide the acquisition of high resolution satellite data for disaster area. Chaoliang listed the satellite data that was used (HJ-1A/1B/1C, ZY-02C/3, HY-1B, FY -2/3A/3B, SJ-9A, SPOT5, Landsat-4/5, Radsat-2, RISAT, COSMO), adding that the system aggregated 119GB data from 17agencies and companies, including 61GB archive data and 58GB post-disaster data. By April 27, data has been distributed to 43 agencies, belonging to 20 Ministries and local government. Hard copy data volume is about 2270 GB, not including data volume transferred from Internet.
2.6.4 CWIC Services Ops Concept 



Michael Burnett presented the CWIC Services Ops Concept, with the vision that CWIC facilitates discovery of data resources available from its partners.  It does this by leveraging the capabilities of the IDN for directory-level discovery and by providing a common inventory-level discovery service interface for the discovery of data resources from its partners’ data systems. Michael listed and described the CWIC stakeholders and roles. He listed a survey of six use cases: 1) Become a new data partner, 2) Publish a new dataset, 3) Create a new client, 4) Data discovery, 5) Access data resource, and 6) Federated discovery. The next step is to develop a one-page Use Case for each of these. 
Michael also outlined the responsibilities of a Data Partner, which include registering datasets in the IDN, tagging them “CWIC”, building the DIF, and keeping the information current. The partner should also provide support to the connector assembly and maintain API consistency in terms of data and functionality. Data access protocols should be viable, and the system maintenance team should be responsive the PoC for concerns and outages. This list needs to be validated with the current partners.
Michael described the current CWIC architecture, including responsibilities and challenges for the functional view, the operations view, and the deployment view. Michael also described a potential CWIC architecture; as CWIC becomes an operational capability there are some capabilities that the team are evaluating from the functional view:
1/ OpenSearch – possibly supported through an OpenSearch façade to the CWIC services and the IDN. This will be easier for client partners by providing them with toolkits.

2/ Opportunity to view the functionality as more cloud-like, the stage for these capabilities needs to be set first.
Michael showed a diagram of a future deployment of the CWIC Architecture View; everything is the same, except hosting of CWIC server moves to USGS. 
Wyn noted that in terms of responsibilities, future development and continued research should be part of the overall CWIC system.  Feng Lei asked how often the dataset “valids” will be exchanged.  Michael said these are available through the IDN – the information is retrieved from the IDN and put into the GetCapabilities.  When a new dataset is added the CWIC system tries to make sure the date and time information is correct.  Once that information is retrieved, it is not changed. Lubia asked for more information about what makes a “valid”? What happens if someone was to perform a search on a temporal/spatial range that does not exist? More exception handling to reduce the number of zero hits is needed since zero hits can be a valid response.
2.6.5 CWIC Future Plans


Martin opened the session to overall discussion and questions. 

Yonsook said she really liked the organizational chart that listed the VCs that Richard displayed.  She added that the data search and access needs and requirements of the VCs could be a big driver of CWIC and how it is steered.  Ken noted that there is interest from the VCs of pursuing contact with WGISS. The pursuit of that interaction will determine their requirements so that the infrastructure for data search and access can support the capability of providing the correct subset of data.  It is complicated since the VCs will have specific data for specific user groups. Andy noted that Pedro’s next step forward addressed this issue and his effort can be used for that.  Yonsook pointed out that it is not a simple problem to understand what the VCs data and service needs are, and what enhancements would support this type of specialized access; the structuring of the interaction with the VCs is an important element to understanding this. Andy remarked that this meeting has shown huge progress given John’s coordination for collaboration with the VCs.  John added that the area is ripe and these interactions will continue. Kerry also confirmed that there is a great opportunity to let the VCs know that WGISS is prepared to assist, but Satoko pointed out that WGISS has sent general inquiries in the past and has not received good responses.  Kerry offered to assist in any way, and Yonsook noted that it will take a long time and a lot of interaction, so patience is essential. Kerry commented that WGCV had a similar request, but it was too detailed, and Satoko added that the CEOS Portal Study Team also sent a questionnaire and duplication should be avoided.
2.7 CEOS Water Portal Project 


Satoko Miura (JAXA) chaired the CEOS Water Portal Project session. She noted that Shinichi Sekioka has taken over Atsushi Kawai as a CEOS Water Portal team member.

2.7.1 Development Status 

Shinichi Sekioka gave a presentation with an emphasis on a status update since the last WGISS meeting. He reported rapid expansion of available datasets and the addition of two data centers (CUAHSI, NASA ECHO). He also reported the development of a new user interface, addition of data brokers, and a new architecture.

The portal is facing a few challenges: Few users are accessing it, and there is a lack of information about the data. The CEOS Water Portal development is 5-year project, and reparation for smooth transition to the operational phase is an additional challenge. The brokering system is expected to handle the rapid expansion of available datasets, and improved discovery.
The team has developed a more appealing user interface, with search options by variable water category (atmospheric surface, upper-air, composition, and terrestrial, oceanic, and other). The user can also search use cases, and project/data types. The searches/selections are all done at the top of the page, and the dataset and granule results are displayed at the bottom of the page.  A global map displays the observation sites that correspond to the selected options.
Shinichi displayed the project milestones, showing the expected implementation dates of Open ID user authentication, collaboration with GCMD for metadata information, and system improvements and enhancements to the interface resulting from feedback from the non-research community, and a new interface protocol.
2.7.2 Toward CEOS Water Portal v2.0
Yoshiyuki Kudo explained the new architecture of the water portal, which will be the next big step forward. Yoshiyuki explained the need for a new version of the portal, due to the need for catalog creation and management. The plan is for the portal to become operational in three years as part of DIAS. The current architecture collects and ingests metadata from data centers, from which the search is done.  Data access is then carried out.
The new architecture on search and access will do the dataset search via the IDN, and the granule search via the CEOS Water Portal catalog broker component. This two-step search is enabled by OpenSearch. To do this, the team will need to make DIFs for all the datasets currently in the portal, and put them in the IDN.  An OSS catalog broker (to routinely access datacenters, and collect metadata and store it in itself) will provide quicker and uniform access.

The new architecture will be an open, distributed architecture based on a two-step search (dataset, granule). This can be done using two methods, the first using NWS for the dataset search (facilitated by creation and ingestion DIFs for the entire water portal datasets), and OpenSearch for the granule search.  The second method uses OpenSearch for both steps, but requires OpenSearch-enabled partner servers. 
OSS will be used for brokering the granule level catalog, harvesting from each partner server in an automated fashion (candidate OSS is Esri GeoPortal). The new user interface will include drill-down for search and access, category search by IDN/GCMD science keyword as well as ECVs, and will support free text search.
Yoshiyuki detailed the first method for the dataset to granule search transition. It begins with specifying in the DIF the project (WaterPortal) and embeds OSDD URL (OpenSearch Description Document) that is applicable to each specific dataset. The catalog broker component is customized to be able to recognize the dataset-specific OSDD URL and generate the OSDD.xml dynamically. Finally, it assures that a search query based on the OSDD URL template returns only the granules of the specific dataset. The IDN/GCMD is searched using MWS with project=WaterPortal and the response is parsed to get the dataset-specific OSDD. The OpenSearch query for granule-level search is generated and sent.
The second method is much like the first except that it uses OpenSearch for dataset level search, much like the way ESIP Discovery Cluster proposes.
Andy suggested a third method, where Opensearch is used for access to the IDN in the new architecture instead of MWS. The IDN OpenSearch is not available now but planned to be soon.  

Ken asked for clarification on the tagging of the DIFs; Yoshiyuki said that, yes, they would be tagged as “water portal”, and agreed that it is one of the challenges.  The DIFs will need to be in place during the course of the planned feasibility study and prototyping. The team realizes that a problem may arise about a portal developer creating and registering DIFs to IDN on behalf of the data center that provides data.
There are a number of hurdles to overcome. The first is the performance of the catalog broker OSS (search response time, managing tens of millions of granule records, customizability).  The second is the DIF creation; is there an IDN/GCMD policy on making and ingesting the partners’ dataset DIFs, is there an effective methodology for creating the large number of DIFs, and what level of granularity of a dataset DIF should be used. Thirdly, are the services of the current portal sustainable?
The project team plans to complete a feasibility study during the current fiscal year through prototyping the new architecture. If the results are satisfactory, the transition to the new architecture will occur the following year. 

Pedro suggested that in the feasibility study of the new architecture, it would be worthwhile to explore a mechanism that helps users fulfill the search more efficiently, for example, by looking at more towards indexing technology rather than conventional SQL-like search. 

Yoshiyuki requested (on behalf of the project team) the support of WGISS, specifically for the endorsement from IDN/GCMD team about leveraging IDN/GCMD in the presented way. He also solicited the involvement and support of Dr. Chris Lynnes, CEOS Water Portal NASA representative, for helping with the establishment of good communication with the GeoPortal development team for this ambitious challenge. 

Action WGISS-35-17: Andy Mitchell to investigate whether Dr. Chris Lynnes (NASA) can support the CEOS Water Portal development with the ESRI GeoPortal; by July 1, 2013.
2.7.3 Contribution to AIP-6/GEOSS Water Services 


Satoko Miura discussed contributions to the GEOSS Architecture Implementation Pilot, Phase 6 (AIP-6) water services activity. The AIP develops and deploys new process and infrastructure components for the GCI and the broader GEOSS architecture. The Call for Proposal (CFP) was released in February 2013.  A group of water-related agencies proposed “GEOSS Water Services” as a CFP response. 

The GEOSS Water Strategic Target1 is stated as: “GEO intends by 2015 to produce comprehensive sets of data and information products to support decision-making for efficient management of the world's water resources, based on coordinated, sustained observations of the water cycle on multiple scales.” In support of this target and activities of the Integrated Water Cycle Observations (IGWCO) Community of Practice, their proposal for AIP-6 is intended to provide additional operational capability, in particular for in situ water observations, to be called GEOSS Water Services, as a federated resource in GEOSS. The scope of the current proposal is “a global registry of water data, map and modeling services catalogued using the standards and procedures of OGC and WMO”. It is a good opportunity for CEOS to contribute with satellite data.

Satoko listed the current participants, noting that JAXA’s contribution is a CEOS Water Portal, connecting to the GEO DAB (Discovery and Access Broker).

3 INPE Presentations
3.1 Tour of Facility

Lubia Vinhas guided the participants through a tour of INPE, and of the Integration Testing Laboratory.

3.2 INPE Presentations

Julio D’Alge, General Coordinator of Earth Observation, described each of the upcoming speakers explaining that these presentations are not meant to be comprehensive of the work of INPE but rather to give WGISS a sample of the work of INPE that would be of interest.

3.2.1 EO Satellite Missions and Applications National Institute for Space Research

Julio D'Alge described INPE’s organization, mission and objectives.  He mentioned the areas of space and atmospheric sciences, Earth observation, space engineering and technology, weather forecast and climate studies, satellite tracking and control center, and the integration and testing laboratory.

INPE’s mission and objectives are to specify, assess and use EO satellite data for the benefit of Brazil, to support the Brazilian space program in the conception of missions, data processing and related applications, and to develop open source software for image processing and GIS. INPE is also tasked to run a data center for EO image processing, archiving and distribution in Brazil, and to investigate the environmental modeling of the Brazilian ecosystems.
INPE’s EO-specific capabilities include research and applications using optical and radar image data, development of strategic geoinformation systems, and a complete cycle of EO ground receiving stations, data processing and image distribution.  INPE also supports the monitoring projects of the Amazonia Program, the application segment of the CBERS Program, and provides technological support to the activities conducted by the Space and Society Program. Julio displayed an Earth Observation hierarchical structure diagram, which includes the Image Processing Division, EO Data Center CDSR, and Remote Sensing Division.  These overlap with three programs: CBERS, Amazonia, and Space and Society programs. Though not a university, the Graduate Studies in Remote Sensing provides master’s and doctoral degrees in remote sensing, with a variety of research areas.

As a global player in EO, INPE understands the importance of International Agreements and Data Policy. INPE’s perspective for the future is free global coverage of the Earth’s surface.  To broaden INPE’s technological agenda, they are becoming a global player in EO, with bilateral and multilateral agreements.  He described the bilateral agreements with China, United States, United Kingdom, and India (Amazonia monitoring is dependent on multispectral data to minimize the problems of cloud cover). INPE is also an active participant in CEOS and GEO. 
Fostering the concept of public-good data, in 2004 INPE set a free data policy for CBERS in Brazil. To this end, CBERS data is available free of charge. Over the next five years, South Africa, USGS, and ESA set similar policies. By 2009 there were close to 20,000 users of INPE’s CBERS data. The solution for Equatorial Africa is an important initiative to obtain coverage there for forest carbon tracking.  
Nitant asked if all CBERS data is open and available.  Chuang Liu said it is open and free in China.  She encouraged WGISS to raise the question to GEO, since China is chairing GEO.  She added that for disaster, it is open and available for all Asia.  

Julio described CBERS 3 and 4, a second generation series of satellites, with improved parameters, cameras, instruments, and payloads. CBERS-3 is scheduled to launch in China in September. Julio also described the Multi Mission Platform (MMP) satellites and EO missions, which include Amazonia-1 and 1B, optical missions for forest monitoring, to be launched in 2016 and 2018, with an advance WFI camera.

INPE also carries out applied research in Geoinformatics with these projects: Spring (GIS software implementation), TerraLib (GIS software implementation), TerraAmazon (database management), and TerraMA2 (monitoring, analysis and alert). But perhaps their most important service to Brazil is the Forest Monitoring in the Amazon, with clear cut inventory and real-time alerts, using all the possible optical data.  Deforestation has been trending downward since 2004, and the real time detection alert component has been instrumental in the reduction of deforestation.
3.2.2 The Monitoring of Amazonia Rain Forest Using Satellite Data


Dalton Valeriano, Manager of INPE's Amazonia Monitoring Program, made a presentation of INPE’s Brazilian Amazon Deforestation and Forest Degradation Program.  He reported that a deforestation inventory (PRODES) produces a yearly wall-to-wall map using LANDSAT-class resolution. With a minimum mapping area of 6.25 ha, and an integration period of August to July, it is delivered in November.  The original forest cover was 4 million km2 and present gross deforested area is 750,000 km2. 
This effort began in 1979 with visual and manual interpretation of Landsat. In the 1990s INPE developed the Geographic Information Processing System (SPRING), with a linear mixture model, image segmentation, and object oriented classification and editing. In 2005 INPE developed the Visual interpretation in TerraAmazon GDBM Platform which allows multisource and multi-temporal data, multiple interpreters, real-time GDB update, and lock-in/lock-out control, able to deliver data within 3 or 4 months.  The process is to select images that cover critical municipalities and do those first.  In the absence of Landsat data they purchased DMC, which is very useful and ortho-rectified.  In 2003 the map was made publicly available, and anyone can do the verification.  

PRODES has been very instrumental in the deforestation control program.  By 2019 the trend will target up to 1900 km2.  It is useful in the evaluation of the effectiveness of deforestation control policies, and for public awareness. Unfortunately, the results are obtained and published after the damage is done, making it difficult for the government to punish illegal deforestation after it has occurred. Consequently, there are demands for faster information production (near real-time).  
DETER is a program for daily detection of deforestation and forest degradation, using MODIS, with daily, then monthly summaries. The system produces a variety of reports, and automatic emails for specific requested locations. The impact of DETER is information for strategic decisions by deforestation control agencies. DEGRAD is a program that produces a yearly inventory of forest degradation. There is a big focus on clear-cut vs. degradation (permanent deforestation).
The purpose of the International Capacity Building Program in Remote Sensing Based Tropical Forest Monitoring is to teach others to do the mapping. By passing along the knowledge and tools, so they are able to do it in their own countries.  Participants have backgrounds in IT or environmental science, and must be government employees.  
Wyn asked if they interact with the Global Forest Observation Initiative; Dalton said yes, they are active participants.

3.2.3 INPE's Remote Sensing Data Center 



Ivan Marcio Barbosa, head of the Image Generation Division and responsible for  INPE's Remote Sensing Data Center, discussed INPE’s Remote Sensing Data Center.  The CDSR image catalog was created in 2004, with the mission to receive, archive, process and disseminate national and international satellite data (imagery, meteorological). They have 200,000 registered users, and 20,000 organizations registered.  Ivan described the antennas used in Cuiaba (located for full Brazil coverage), Cachoeira Paulista and Natal. He noted that data is transferred in almost real-time to their two data centers (a principal one, and an alternate data center).    Acquisitions include NOAA, AQUA, TERRA, METEOSAT, ENVISAT, RADARSAT, UK-DMC, CBERS, GOES, RESOURCESAT, LANDSAT, S-NPP, and MetOp-B.  
Ivan displayed a graph of requested scenes and registered users by year, showing increasing trends.  He added that LANDSAT-8 is a big challenge because of the memory requirements of the data. The collection of data and satellite images is one of the main assets of INPE, and includes data from EO, meteorological, GNSS and scientific satellites. Future plans are to work with cloud computing, as the amount of data and users is increasing rapidly.  

Costas asked if their networks have redundant links.  Ivan replied that they do, between Sao Paulo and Rio de Janeiro.  Martin observed that since they are the hub of South America for EO data other nations in the region are taking advantage of the data made available by INPE.  

3.2.4 Geoinformatics at Image Processing Division  

Gilberto Camara, past General Director of INPE and researcher on Geoinformatics, Spatial Analysis, and Environmental Modeling in the Image Processing Division, introduced his session saying that the EO satellite world is divided in cells and each cell has a single class.  There is a correct classification, and the more the classification approaches the ideal, the better.  Massive amounts of data are being received, from ResourceSat-2, CBERS-3, Landsat-8, Sentinel-2A, ResourceSat-3, CBERS-4, and Sentinel-2B, and the users are clamoring for it.
Remote sensing images describe landscape dynamics. Images illustrate the cover of the land, and the use the land is being put to. Images are really about describing the dynamics, so he suggested leaving aside the maps, and think in terms of spatial databases. What advances in spatial temporal data representation and spatial databases are needed for dealing with big data? What are the challenges for data-intensive science: what data is out there, how to organize big data, how to access and use big data, how to model big data?

Gilberto presented a scenario: Take a product like DETER, searching for events 1 to 4: 20%, 50%, >90%, 100% of forest removal. To survey Amazonia it takes 30 Tb of data, and 500,000 lines of code.  A service, discovery and mediation (find out what data exists, and describe it) is needed (CWIC); this means semantics. Once the data is found, how to get it, access it, and transfer it? The current science practice is based on data download, but how do you download a petabyte?  It is more feasible to move the software to the archive.  The data values are accessed (WCS), and for data analysis, new methods for data extraction are needed.  To add additional satellites, normalized pixel data is required to provide real time information. Time series data provide very useful analysis; for example a time series shows clearly when forest removal (burning) occurs.  The difficulty is in patching together a time series using all the available sensor data.
Land use change becomes highly visible with time-series data, and a new information system should be able to deal with objects, but also with events.  For this, new methods of extraction are needed. Can remote analysis be done so the raw data need not be transferred?  The system is moving to the cloud of EO. Multi database access means long-term data preservation costs on data administration access are shared at a large external database.  But software for cloud processing will have to be rewritten; the whole design will change.
Gilberto emphasized that WGISS is a force that can promote this change.  It has to be done, and it can be done together. Agencies have shown that they can be trusted – they have provided 40 years of service of EO. Conversely, what happens if agencies do not do anything?  Commercial enterprises take over, at their own terms. If agencies are providing data, why not provide the WCS, since there is no technical reason to hinder it? Otherwise the only option is downloading the petabyte.

Pedro noted that there are a few European agencies where that can be done - agencies becoming not data centers, but computing centers.

3.2.5 CBERS Applications 



José Carlos Epiphanio, Applications Manager for the CBERS program, presented the CBERS (China Brazil Earth Resources Satellite) program and applications. He described the focus, the CBERS-2B cameras, and the CBERS-3,-4 payloads, and a search system to provide access to CBERS data.
José Carlos discussed the American countries and the economic activities that received application of the CBERS program. Some examples of the use of CBERS in Brazil include land coverage monitoring, water management, oil exploration monitoring, deforestation, fires, mineral exploration, illegal land occupation, urban analysis, and multi-temporal land use around reservoirs.  
CBERS data has been requested by more than 400,000 users from 50 countries, with a million scenes delivered. He described the metrics on categories of users of the scenes.  He also discussed the CBERS for Africa program.

He concluded saying that, based on the experience of the CBERS and CBERS-2 missions, the expectations for CBERS-3 are that it will be a very big success, especially in cooperation with Landsat-8.

Wyn asked if the four cameras operate simultaneously (they do), and is there any possibility for soundings capabilities (no).
Satoko thanked INPE for their very instructive presentations.
4 WGCapD Workshop

Hilcea Ferreira, chair of the WGCapD, met with WGISS to discuss areas of cooperation between the two working groups. The 25th CEOS Plenary approved the formation of the new Working Group on Capacity Building and Data Democracy and its final terms of reference. The plenary also approved of the INPE and NOAA proposals to have Hilcea Ferreira (INPE), serve as the Chair of the WG and Jacob Sutherlun (NOAA) serve as the Vice-Chair of the working group.  Hilcea gave some background on their efforts to cooperate with WGISS.
4.1 WGCAPD Objectives
The overall objective of the WGCAPD is building capacity for the effective use of Earth Observation data as well as providing wider and easier access to those data. WGCapD is tasked to work with CEOS entities to address data accessibility especially in under-served communities. The WGCAPD is to work specifically with WGISS to ensure a seamless transition from the technical matters relating to data accessibility to the matters relating to systemic and individual capacity development. Meeting this objective will include the following activities:

· Publicize resources, datasets, and software that have been made available to under-served communities.

· Promote the use of dissemination systems (e.g., GEONETCast and other systems) to effectively reach areas that lack consistent internet access or redundant systems in case of emergencies.

· Organize workshops and training activities to provide individual and institutional capacity to effectively use available Earth Observation resources.

WGCapD is currently working on a Digital Elevation Models Development Project, seeking to make 30m Shuttle Radar Topography Mission 2 (SRTM 2) data available to countries and to incorporate SRTM 2 data into existing processes and projects and to increase the ability of participants in activities to utilize 30m DEM. They also intend to increase collaboration on regional institutions with space agencies in the region.

WGCapD is also developing a Remote Sensing e-Learning Course on introduction to remote sensing technology with a goal to disseminate the remote sensing technology among university educators, encouraging them to use remote sensing in Earth sciences applications. Hilcea said that the course has been very difficult to coordinate, but very effective for the students.  The sessions (video-classes), using GoToMeeting, have been recorded and made available to students for download  

Hilcea mentioned that an area where WGISS could collaborate with WGCapD is with the “Resources” link on their webpage. Resources that may be useful are information on the IDN, the Cove Tool, CWIC, and perhaps with short video tutorials for users to learn how to use the tools. 
Another idea is developing something similar to the GEONetCab portal, a project funded by the EC with many institutions collaborating, which has capacity building resources for EO. 
Nitant suggested that members of WGISS could assist WGCapD by providing access or providing links to locally available software tools suitable for capacity building. Wyn noted that the IDN has an outreach activity, and CWIC prepared an outreach video.  Andy added that links to the various portals may be helpful. UCAR has some nice courses. The resources can also include information from agencies on tools. 

Several commented that videos should be kept short, and that language may be a barrier, so translation links would be helpful. Lubia suggested that tutorials should be of two types: for end users and for higher level users (e.g. how do I register in the IDN).
The resources page might not be for the general user, but rather for informed people directed there for resources.  But once there, they should not get lost.  
Action WGISS-35-18: The IDN IG and CWIC Project teams to provide to the WGCapD (for their resources web page) a summary of IDN and CWIC, and the link to the CWIC video; by May 31, 2013.

5 Agency and Liaison Reports 

5.1 CCRS Agency Report
Costas Theophilos gave the CCRS agency highlights, listing the following points. He stated that the Satellite Infrastructure Revitalization Project is showing good progress, and that RCM collaboration/development underway with the Canadian Space Agency for the use of the CCRS ground infrastructure.  The first phase of the CEODAS long term data preservation project is complete. RS-1 is experiencing technical issues and action plans are being put in place, while the creation of the Federal Geospatial Platform is underway.  The requirements for Sentinel have been stated, and Radarsat-1 satellite imagery was recently made available as a CSW server dataset to CWIC. Finally, he announced that a large number of new Canadian data sets are being made public in August 2013.

The CCRS Infrastructure Revitalization Project is underway with several antenna installations successfully passing key milestones toward operational capability in 2013-14.  CCRS is also in the process of the Earth Observation Data Management System contract award.  CCRS is working to improve network connectivity in the north of Canada, and the remote monitoring infrastructure is being put in place in accordance with ‘lights out’ operational model.

The CEODAS Initiative, an archiving project, continues to develop long-term data preservation capabilities. 

The Federal Geospatial Platform initiative is an enterprise solution that enables direct sharing of geospatial and other data for faster and more integrated Government of Canada policy and decision making, for “search once, find everything”, for cost-avoidance in the acquisition, development and management of new geospatial tools and data, for “build/buy once, reuse often” which embeds a value chain that derives benefits in federal geomatics investments from satellites to GIS systems, and for more effective leveraging of the Shared Services Canada infrastructure, and future investments. This enables the Federal Open Government initiative (specifically open data) to spur downstream, multi-party use of federal data, and development of applications and tools.  

Currently, geospatial data and tools are widely used within federal departments but agencies are faced with many challenges in realizing the potential of one of its best assets requiring horizontal transformation to provide more integrated, decision support for policy priorities and citizen-centered services. These include barriers to data sharing, coordination and inventory of geospatial information, and incorporating the efficiencies required.

The Federal Geospatial Platform is an enterprise solution that would provide comprehensive collections of authoritative data; search, discovery, access, and visualization tools that are built once and reused many times, and enable the user to search once and find everything; common web-based environment that enables data integration, analysis, and visualization to support informed decision-making; and shared governance and management of geospatial assets and capabilities.
John asked if RS-1 available in CWIC and is there an IDN entry. Yonsook replied that it is almost ready. John is interested in making the RS-1 data available on LSI.  

5.2 ESA Agency Report
Mirko Albani gave the ESA agency report.  He noted that the Council at the ministerial level presents all of ESA’s programs to member states; the next one is in 2014.  For EO, they have mandatory and optional activities, and the distribution of data from third parties to European users and LTDP are both mandatory activities.

Mirko noted that Envisat was lost in April 2012 and the mission was a great success.  ESA is planning several launches including a vegetation coverage mission, and a magnetic field mission. Sentinel-1 is scheduled for the end of 2013, and the next two Sentinels are scheduled for 2014.

Satoko asked for details on third party data distribution.  Mirko replied that this is done as part of EarthNet.  ESA has an agreement with other agencies to distribute their data to European users. Andy asked if the data policy for Sentinel has been finalized.  Mirko replied that it is not final yet, but it is expected to be “open and free”.  In response to a question from John, Mirko noted that the launch of Sentinel 2A is planned for this time next year.  

5.3 GSDI Association Liaison Report

Gabor Remetey Fülöpp gave the GSDI Association liaison report. He began mentioning the GSDI Intervention to the Group on Earth Observations IX Plenary Meeting, which had the agenda point “AfriGEOSS Initiative”.  The GSDI also participated at the GEO IX Plenary; Gabor listed the GSDI potential contributions to facilitate the implementation of the GEO actions. These include that GSDI provides a forum at its World Conferences to highlight the newest achievements in spatial data infrastructure-related technical challenges and solutions, exchange of SDI experience, lessons-learned, and best practices from local to global implementation of SDIs with special emphasis on developing countries. 

The next GSDI conference will be in Addis Ababa in November 2013. Together with IGS, EIS-Africa and UNECA the jointly organised Africa GIS Conference and the 14th GSDI World Conference will provide an excellent opportunity to bring the geospatial and Earth observation experts involved in GEO’s AfriGEOSS initiative together. 

Gabor gave the links to the GSDI IGEOS, GIKNET and SDI regional newsletters (http://www.igeoss.org

 HYPERLINK "http://www.igeoss.org/" /, http:/

 HYPERLINK "http://giknet.org" /www.giknet.org, and http://www.gsdi.org). He also listed EUROGI activities, dissemination activities for PSI Access and Reuse, and Hungarian activities.
He concluded saying that the role of the liaison remains to facilitate exchange of information in order avoid duplications and achieving synergy GSDI’s efforts in GEO are to increase the societal benefits of EO by appropriate data sharing policies and a common technical architecture including interoperable spatial data infrastructures and capacity building. GSDI regional and national level members from all continents are contributors on continuous basis.
5.4 JAXA
Agency Report

Shinichi Sekioka presented a report on JAXA, announcing the release of AMSR2 products with the 2012 launch of SHIZUKU. The GCOM-W1 Data Providing Service offers all data of AMSR series for free, with format conversion of product files, and SFTP for heavy users. Shinichi also noted that the G-Portal service, started in 2012, is a JAXA Earth Observation Satellite Data Distribution System that integrates many data distribution systems developed for each satellite/sensor by JAXA, delivers to main agencies directly, and provides a GUI for public users. He displayed the list of satellites/sensors whose data is available on the G-Portal, including TRMM, MOS-1, JERS-1, ADEOS, ERS, and ALOS. The Catalogue Transfer Service - Interface (CATS-I) is a part of G-Portal. CATS-I disseminates and harvests the catalogue from other agencies using CSW. CATS-I translates from G-Portal format to OpenSearch, ebRIM EO profile and ISO19115. 

Shinichi showed a diagram of the long term plan of JAXA EO, showing existing and planned missions for climate, water, and disaster.

Richard asked for the resolution of SST; Shinichi replied that it is 2, 10, and 25 km. Salinity precision is 0.5.
5.5 NASA
Agency Report

Andy Mitchell presented the NASA agency report giving an overview of the Earth Science Division (ESD), whose overarching goal is to advance Earth system science, including through spaceborne data acquisition, research and analysis, and predictive modeling. Their six major activities include building and operating Earth observing satellite missions, many with international and interagency partners, making high-quality data products available to the broad science community, and conducting and sponsoring cutting-edge research.  ESD also works to develop and demonstrate applications that deliver societal benefit, technologies to improve Earth observation capabilities, and education and public outreach.

Andy displayed a diagram of ESD’s currently operating and planned satellite and aerial missions. He showed data metrics for 2012 for EOSDIS and LANCE, and various metrics of data distribution by country. Andy noted that NASA/ESD is substantially involved in leadership and activities of CEOS. He added that NASA EOSDIS data system and free/open data policy are essential to widespread use of research satellite measurements.

John asked if any of the aerial missions still use film. He also asked of the archival statistics include copies, or only the master copy; this is important so that numbers can be presented properly. Andy said he would find out.
5.6 UKSA Agency Report

Wyn Cudlip presented the Satellite Applications Catapult, a new UK Technology Innovation Centre designed to address issues at the points that traditionally lead to failure to commercialize and failure to exploit. It is one of seven independent centres, in part-funded by the Technology Strategy Board, driving economic growth through commercialisation of research. The Catapult is a not-for-profit research and technology organisation, and a business-focused technology and innovation centre that make world-leading technical capability available to businesses to solve their technical challenges, and provide facilities and expertise to lower barriers to innovation.

The centre conducts a series of workshops from different industries, to gather ideas, solutions, and to move forward. The delivery model is to encourage operational services from the commercial sector, and collaborative programmes. Upstream markets are engaged with downstream markets to lower the barriers of learning and costs of innovation. EO is a small part of the budget area.   The Centre includes an in-orbit demonstrator, airborne demonstrator, and a flat satellite to engage communications, EO, and navigational technology programs. Downstream, the program includes advisors and consultants to help end users develop applications. He mentioned three ways of working:

· Contracting research with partners such as UKSA, members of the space and other industries.

· Collaborative work both within the UK and internationally.

· Self-funded projects supported by the Technology Strategy Board core grant. 

The centre is meant to lower barriers of learning and cost of innovation in the upstream and drives demand in the downstream. The first downstream markets are transport, security and civil protection, climate, energy and natural resources. It is important to connect satellite applications with downstream markets.

Wyn is part of Catapult and will promote the interaction with CEOS and GEO; he hopes to engage with WGISS, with the notion to generally promote Earth observations.

5.7 NOAA
Agency Report
Martin Yapur listed agency highlights for NOAA in three areas: 
· Providing on-orbit satellite operations and product processing for geostationary satellites (GOES), polar-orbiting satellites (POES), the Defense Meteorological Satellite Program (DMSP), and the Jason-2 altimetry satellite with EUMETSAT, NOAA, and CNES.

· Acquiring next generation satellites such as the GOES–R satellite series, the Joint Polar Satellite System (JPSS), DSCOVR (Solar Wind Continuity), and Jason-3 altimetry satellite.
· Providing long term data stewardship at the National Climatic Data Center, the National Oceanographic Data Center, and the National Geophysical Data Center.
Martin gave an overview of GOES-R, the Joint Polar Satellite System, the GNSS Radio Occultation, Jason-3 and DSCOVR. He also mentioned that NOAA is moving toward a new paradigm to find solutions that meet requirements of the government, not individual agencies. Leveraging partnerships is the mechanism to meet the most requirements, capitalizing on the capabilities and strengths of government, international, academia, and industry. The intended result is effective practices in research and technology transfer, and strategic applications development. NOAA is working on several initiatives, making an honest assessment of the impacts of investment to maximize return on observing system investments, and contributing to USGEO and inter-governmental GEO efforts. NOAA has a vision of a dashboard that effectively reflects to senior management the data management activities.  
Martin acknowledged the importance of partnership and congratulated all partners who have launched Earth observation missions in 2012-13.

Chuang Liu asked how many bands the polar mission has - Martin will send the link with the information.
5.8 USGS
Agency Report
John Faundeen illustrated a complete 90-day technical timeline of Landsat-8 since its launch on February 11.The 90 day checkout period is used to perform orbit maneuvers, systems initialization and calibration activities. He stated that in less than a month they hope to turn on Landsat-8 for the users. Highlights of the new mission are file sizes changes, 12 bit data, more bands, 2 GB file size uncompressed.

5.9 CNES
Agency Report
Richard Moreno reported for CNES. He announced that the SARAL satellite, in cooperation with ISRO, was launched in February and is dedicated to altimetry. CNES also launched, in December 2012, the Pleiades 1-b, and in September 2012, MetOp-B, with an IR sounding instrument and in cooperation with EUMETSAT.

At CNES, they have opened a new dedicated team (thematic center) for land surfaces. In December 2012 they introduced the Land Data Centre (PTSC), a national inter-agency organization designed to foster the use of images coming from the space observation of land surfaces. It comprises nine partners, including private companies and other agencies.  The image products include surface reflectance time series at high or very high resolution over France (including French overseas regional and local authority areas) and other areas of interest, and time series of bio-geophysical products (e.g., Leaf Area Index, water heights, biomass, surface moisture...) on a global scale. Discovery is based on OpenSearch. They use a common data model, allowing to add complementary metadata, and to do ranking of the data.  Similar to GEONetCab, it is dedicated to ISO 19115.  

Richard showed an example with data from Spirit and Landsat, adding that the orbit of Spot-4 has been changed since Spot-5 will die this year. Scientists will be able to develop software to prepare for the Sentinel-2 mission.  The CNES archive for all Spot data that is older than three years is freely available; fresh Spot is in the private domain.  He demonstrated the browse preview image, as well as the full image, with an added maps layer of variable transparency and very high resolution. He demonstrated version 0, built as a prototype to present to users in order to obtain user needs. Version 1.0 will be completely different, with facility for search; it will not be map driven for the search (though ultimately the map will be added). Faceted search is not compatible with geographic search.  Richard hopes that he will be able to demonstrate v1.0 at WGISS-37.

Ken asked if v0 is being used operationally. Richard replied that no, it is very generic and cannot address the needs of specific communities.  

5.10 NRSCC/RADI Agency Report
Liu Dingsheng described the Institute of Remote Sensing and Digital Earth (RADI), an independent research institute affiliated with the Chinese Academy of Sciences of excellence for remote sensing and digital Earth. It was established last year based on formal Institute of Remote Sensing Applications (IRSA) and Center for Earth Observation and Digital Earth (CEODE), which are also two formal departments of NRSCC. Its mission is  
· Reception, processing, archiving and dissemination of remotely sensed data. 

· Research and development on supporting new earth observation system, improving remote sensing data processing and analytical methodologies, and promoting multidisciplinary applications based on earth observation technology.

· Theoretical and technological research into key issues concerning geo-spatial information science and Digital Earth Platform. They are involved together in solving some environmental problems at the global, regional and national scales.

Dingsheng explained some history, and added that the CAS Aerial Remote Sensing Center owns two “Award S/II” high-altitude remote sensing aircraft with all-weather flying operation capacity and able to carry multiple remote sensing instruments. 
5.11 NRSCC Global Dataset Release


Liu Chuang and Liu Dingsheng discussed global dataset release from China. They announced that the National Remote Sensing Center of China, Ministry of Science and Technology of the People's Republic of China, has launched the Global Remote Sensing Monitoring on Ecosystem and Environment Program. The program, which is based on and integrated with the National High-tech R&D Program (863 Program) and a series of national scientific research products, will support international cooperation on global change studies and the Earth Observation System of Systems. The program will make a series of global datasets on the ecosystem and environment available to users worldwide, publish a series of reports and analysis results based on these datasets, and provide consultation and assistance to decision-makers, the international scientific research community and the general public.
Two 2012 reports (http://www.csi.gov.cn/water_en.pdf) on remote sensing monitoring of global ecosystem and environment have been released). The reports are based on the Global Land -30: Water (2010), Dynamic Changes of Sample Lakes -500m (2001-2011), and Global Vegetation Leaf Area Index (LAI) -5km, 1km (1982-2011) datasets. 
Chuang displayed a land surface water-30m map, statistics of land surface water (global, continents, climate zones, countries) and described seasonal change of sample lakes in 2001-2011. She also displayed dynamics of global vegetation leaf area index (LAI) from 1982-2011 noting that LAI is one of the essential parameters for global land ecosystem assessment and environmental change modeling. 
5.12 CODATA Liaison Report 

Liu Chuang gave the CODATA report, saying that the 23rd CODATA International Conference was held from 28-30 October 2012 in Taipei. She reminded that CODATA’s mission is to strengthen international science for the benefit of society by promoting improved scientific and technical data management and use. Chuang listed the task groups from 2012 to 2014, and stated that the CODATA Strategic Plan for 2013-18 has three new initiatives:
· Policy and institutional frameworks for data 

· Frontiers in data science and technology 

· Data strategies for international science 

· CODATA Evolution

5.13 Progress of Digital Geomuseum 


Liu Chuang reported on the Digital LIN Chao Geomuseum, stating that a Letter of Interest of Joint Effort on Digital LIN Chao Geomuseum was signed by Presidents of IGU, CODATA and GSC in 2011.  She noted that the Digital Museum Dimension of the Earth is about remembering the past, knowing the present and seeing the future for the benefit of geography and the broad society. It is organized in halls: Geographer Hall, Qinghai-Tibet- Himalayas Hall, Polar Hall, Art and Photo Hall, and Contributors Hall. The methodology for building the museum uses the following steps: collection, archive, curation, integration, citation, system development, public services.
Planned future halls are the Global Change and Disaster Mitigation Hall, Geo-Bio Diversity Hall, World Heritages Hall, Geographical Regulation and Standards Hall, Geographical Instruments and Equipment Hall. Mirror sites in different languages in different geographical regions are being considered.    

Potential activities with WGISS are:
· Databases could be part of the WGISS infrastructure 

· Joint activities in building the Space Science and Earth Observation Satellites Hall

The museum will take USGS EROS as an example and work with WGISS members to make collections, recording the outstanding products. 

6 WGISS Plenary Session, Part II
6.1 WGISS Discussion and Summary
 

Satoko reported highlights of the WGISS-35 meeting:

· Contribution to the GEO Sprint to Summit activity, WGISS is to verify registration, discovery, and search of all remote CWIC and FedEO inventories (by time and geography) through a consistent user interface. WGISS will not focus on preparing ministerial summit demonstration; instead, WGISS will focus on the specific task. WGISS will present the plan and status at the coming GEO IIB meeting in June: the WGISS target is CEOS OpenSearch activities; a key finding is that a two-step search is necessary for EO satellite data. Based on CEOS OpenSearch session presentations, the Chair will distribute the draft to WGISS-All by May 21; comments are welcomed by May 28.

· Presentation at the GEO Workplan Symposium: WGISS, as the PoC of IN-02_C1 component, will report the three recommendations to improve CEOS agencies’ open data discovery and access.
· In order to support the three recommendations to improve CEOS agencies' data discovery and access, WGISS will implement the following actions. IDN IG to investigate a DIF management tool, and to produce a periodic, automated emailed report of DIF information for each agency. The Technology Exploration IG and IDN IG will create a Best Practice document for easily leading users to products after data discovery.
· Topics for WGISS-36 (Satoko proposed a full five day meeting, and asked participants to note this when booking travel):
SIT workshop outputs report and discussion

Discussion towards CEOS Plenary meeting

Workshop for OpenSearch

Continuous discussion on WGISS future
DSIG and LTDP Joint session

Report and discussion at each interest group and project
Satoko noted that since the SIT Workshop will be before WGISS-36, the following tasks should be completed by the interest groups and projects by August 19, 2013:
All interest groups and projects:
Update the WGISS website
Prepare 2013-2014 high-level activity plans (one page at the maximum). The plan should fit within the context of Kerry Sawyer’s presentation, (especially CEOS Work Plan)

WISP:
Upload/link the WGISS-35 materials on the WGISS web page

Maintain the WGISS web page to show the latest /correct status.

Contact and urge each lead as needed to maintain their pages.
Data Stewardship Interest Group:
Upload revised browse guideline document (after completion of 60-day review)

Coordinate and prepare a DSIG-LDTP joint agenda for WGISS-36
Virtual Constellations Interest Group:

Prepare the web page; add TOR to website. It is a little different than other IGs, so welcome Exec input.

Technology Exploration Interest Group:
Create a Best Practice document for easily leading users to products after data discovery (with IDN IG).
Report the latest high-level, one-page status on interoperability with MIM (since this might be a topic of interest to the CEOS Plenary/SIT)

IDN Interest Group:
Report the number of registered datasets (from CEOS agencies) in the IDN (before SIT-28 AND before SIT Workshop)

Prepare/release the IDN registration guideline document and upload it onto the webpage.

GA.4.Disasters Project:

Prepare one-page input describing relationships with other disaster related entities within CEOS (not details, but only high-level)

CEOS OpenSearch Project:
Prepare the web page

Plan the CEOS OpenSearch Best Practice Workshop during WGISS-36

Coordinate the OGC-WGISS co-location OpenSearch workshop on September 23(just after WGISS-36)

CWIC Project:
Report the list of partner agencies as of August 19 (for SIT Workshop presentation).

Report the latest number of scenes which are accessible from users (for SIT Workshop presentation).
CEOS Water Portal Project:
Release of the new version

Report the status on contributions to AIP-6/GEOSS Water services
6.2 Follow up on WGISS Way Forward

Richard Moreno concluded the WGISS Way Forward discussion, saying that the WGISS 5-Year Work Plan is too generic; it contains a strategic plan that needs to be changed regularly, and also contains changing organisational information. The WGISS work plan should be in accordance with the CEOS documents, meaning a static document and a 1-year or 3-year plan. Nitant recommended a review every year since the field of technology is very fast changing. Each group should define its target for the next year. Wyn felt that the two-year period is a good one because that is the chair’s term. Chuang Liu said the five-year is nice as it gives a longer term framework.  Richard added that if CEOS is limited to three years, it is good to fit within this structure, but this discussion can continue later.
It is important to maintain or increase the number of WGISS agencies; suggest being more proactive with agencies to send representatives or to participate remotely. Satoko noted this request goes out at Plenary every year. It is clear that having something that can be shown to agency management helps to justify participation since agencies are continuing to restrict travel budgets. 

The WGISS description on the WGISS website needs to be shortened and focused. Martin suggested a special teleconference for this, and offered to facilitate.  It was agreed to do this right after the next exec teleconference, and Ken and Wyn would be invited.  Satoko suggested that an initial draft be prepared in advance.
Action WGISS-35-19: WGISS Exec, Ken McDonald and Wyn Cudlip to meet by teleconference to discuss the document repository and to create and load the “What is WGISS” Summary on the WGISS website; by June 30, 2013.

Richard presented the CEOS organizational structure; he commented that the reporting structure is complicated.  WGISS can now directly coordinate with each workplan or component lead.  But the spread of activities in CEOS is large, and without new resources agencies are spread thinly.
IDN is not the only example where a CEOS collaborative activity was adopted by an agency for operational support. He suggested aligning the role of SEO and the VCs where they intersect with WGISS. There was also a discussion to develop a list of tool sharing and open source software, although it is difficult for agencies to declare software to be open source.  Richard agreed to ask WGISS-All to send a list of open source software to compile and categorize.  This includes open source that is being used as well as that produced by the agencies. At CNES they are obliged to make some software open source and users may take it and customize it to their own needs.  Andy added that ‘snipets’ are also interesting.  The results should be given as a contribution to WGCapD.

Action WGISS-35-20a: Richard Moreno to ask WGISS-All for a list of open source software (or code snipets) related to EO and used by their agencies; by May 31, 2013.

Action WGISS-35-20b: WGISS-All to return the list of open source software used by their agencies; by June 30, 2013.

Action WGISS-35-20c: Richard Moreno to compile and categorize the list of open source software and give the relevant set as a contribution to WGCapD for their resources page; by WGISS-36.

It was agreed that limited dedicated means is a weakness for WGISS. But the presence at meetings itself is a significant contribution. WGISS has many strengths, including a large number of participating agencies, independence from industry, skill and expertise of participants, and being the space arm of GEOSS.
WGISS needs to define its target - each group should define what they will do the next year. Building sustainable systems is not in the scope of WGISS, but clear measures of success are valuable.
WGISS is conducting technical exchanges very well and should continue.  Providing a longer session, perhaps on the model of GSCB, would be beneficial..  Possible near term topics are cloud computing, big data, product formats.  During the week of the meeting a synthesis should be prepared and published to WGISS-All and the WGISS website. The workshop should be made highly visible. On the topic of data formats suggested by Nitant, Andy said that it would be useful to know the requirements that the agencies are bound to; Richard added that Inspire has no recommendation on data format.
Action WGISS-35-21: Andy Mitchell to send to WGISS-All several topics (Product Formats, cloud computing, big data, other suggestions???) as possible topics for a technical workshop session at future meetings; by May 31, 2013.

Action WGISS-35-22: Richard Moreno to make a summary of the WGISS Way Forward session and distribute it to WGISS-All; by May 31, 2013.

Satoko pointed out that this type of discussion is good to have at every meeting.

6.3 WGISS-35 Actions
Michelle Piepgrass reported that all actions from WGISS-34 are closed, and listed the actions resulting for WGISS-35.  Consensus was achieved on the following actions:
	Action Number
	Action Description

	WGISS-35-1a
	Martin Yapur to send the WGISS-All mailing list to WGISS agency representatives for review and to suggest additions and deletions; by May 21, 2013.

	WGISS-35-1b
	WGISS agency representatives to review the WGISS-All mailing list and return edited version to Martin Yapur; by May 31, 2013.

	WGISS-35-2
	WGISS members to contact Martin Yapur with suggestions for improvements to the WGISS website; by June 30, 2013.

	WGISS-35-3
	Interest Groups and Projects to propose to WGISS Chair their 2014 activity plan; by August 19, 2013.

	WGISS-35-4
	IDN Interest Group to provide Satoko with the number of registered datasets in the IDN (as existed before SIT-28 and before SIT Workshop); by August 19, 2013.

	WGISS-35-5a
	Brian Killough to notify WGISS-All when the changes and improvements to the Data Policy Portal are complete; by May 31, 2013.

	WGISS-35-5b
	WGISS-All to review the Data Policy Portal and provide Brian Killough with feedback; by June 30, 2013.

	WGISS-35-6
	The IDN Interest Group to produce an automated report of DIF information for each agency, and to set up a periodic distribution to the agency contact list; by June 30, 2013.

	WGISS-35-7
	The IDN Interest Group to investigate a DIF Management Tool; by WGISS-36.

	WGISS-35-8
	The Technology Exploration and IDN Interest Groups to create a Best Practices document for easily leading users to products after data discovery; by WGISS-36.

	WGISS-35-9a
	Yoshiyuki Kudo to incorporate the comments of Costas Theophilos and Nitant Dube into the Browse Guidelines document; by June 1, 2013.  

	WGISS-35-9b
	Satoko Miura to circulate the Browse Guidelines document among WGISS-All for 60-day review; by June 1, 2013 (contingent on review of WGISS-All mailing list).

	WGISS-35-10
	John Faundeen and Mirko Albani to develop an agenda for a collaborative session at WGISS-36 on the topic of data stewardship; by August 31, 2013.

	WGISS-35-11
	Satoko Miura to ask the WGISS representatives to consider being the WGISS representative to the LSSG; by May 27, 2013.

	WGISS-35-12
	VCIG to update their page on WGISS website; by July 1, 2013.

	WGISS-35-13
	WGISS Chair (Satoko Miura) to follow up with the GEO Secretariat to get the IDN approved as the registry for CEOS data; by August 31, 2013.

	WGISS-35-14
	Pedro Gonçalves to distribute the OGC Opensearch Extension for EO Products draft for review to the Opensearch Project team; by May 27, 2013.

	WGISS-35-14
	The Opensearch Project team to send comments on the OGC Opensearch Extension for EO Products draft to Pedro Gonçalves; by August 15, 2013.

	WGISS-35-14
	The Opensearch Project team to prepare the CEOS Opensearch Best Practice Document, based on comments from the OGC Opensearch Extension for EO Products; by release date of OGC Opensearch Extension for EO Products document.

	WGISS-35-15
	Mirko Albani to organize a CEOS Opensearch Best Practices Workshop with the OGC team for 23 September, 2013; by 31 August, 2013.

	WGISS-35-16
	Opensearch Project Team to develop a TOR and a WGISS website page; by August 31, 2013.

	WGISS-35-17
	Andy Mitchell to investigate whether Dr. Chris Lynnes (NASA) can support the CEOS Water Portal development with the ESRI GeoPortal; by July 1, 2013.

	WGISS-35-18
	The IDN IG and CWIC Project teams to provide to the WGCapD (for their resources web page) a summary of IDN and CWIC, and the link to the CWIC video; by May 31, 2013.

	WGISS-35-19
	WGISS Exec, Ken McDonald and Wyn Cudlip to meet by teleconference to discuss the document repository and to create and load the “What is WGISS” Summary on the WGISS website; by June 30, 2013.

	WGISS-35-20a
	Richard Moreno to ask WGISS-All for a list of open source software (or code snipets) related to EO and used by their agencies; by May 31, 2013.

	WGISS-35-20b
	WGISS-All to return the list of open source software used by their agencies; by June 30, 2013.

	WGISS-35-20c
	Richard Moreno to compile and categorize the list of open source software and give the relevant set as a contribution to WGCapD for their resources page; by WGISS-36.

	WGISS-35-21
	Andy Mitchell to send to WGISS-All several topics (Product Formats, cloud computing, big data, other suggestions???) as possible topics for a technical workshop session at future meetings; by May 31, 2013.

	WGISS-35-22
	Richard Moreno to make a summary of the WGISS Way Forward session and distribute it to WGISS-All; by May 31, 2013.


6.4 Adjourn

Satoko acknowledged this as a very productive meeting, and WGISS looks forward to another in Frascati. She noted that in-person participation is best, but remote participation is always welcome.

Satoko thanked INPE for their hospitality, and added how happy WGISS is to meet and work with the INPE participants, with stimulating discussions, and amazing presentations. 
7 Glossary of Acronyms
AC
Atmospheric Composition

API
Application Programming Interface

CCSDS 
Consultative Committee on Space Data Systems

CEO
CEOS Executive Officer

CEOP
Coordinated Energy and Water Cycle Observation project

CEOS
Committee on Earth Observation Satellites

Charter
International Charter on Space and Major Disaster

CODATA
Committee on Data

CoP
Community of Practice

CSW
Catalogue Service for the Web

CWIC 
CEOS WGISS Integrated Catalogue

DEM
Digital Elevation Model

DIF
Directory Interchange Format

ECV
Essential Climate Variable

EO
Earth Observation

ES
Earth Science

GCI 
GEOSS Common Infrastructure

GENESI
Ground European Network for Earth Science Interoperations

GEO 
Group on Earth Observations

GEO-GLAM Global Agricultural Monitoring

GEOSS
Global Earth Observation System of Systems

GIS
Geospatial Information System
GMU 
George Mason University
GPM 
Global Precipitation Mission

GSDI
Global Spatial Data Infrastructure

GUI
Graphical User Interface

HMA
Heterogeneous Missions Accessibility

ICSU
International Council of Scientific Unions

IDN
International Directory Network

IG
Interest Group

ISO
International Standards Organisation

ISPRS
International Society for Photogrammetry and Remote Sensing

IT
Information Technology

LSI
Land Surface Imaging

NRT 
Near real time

OGC
Open Geospatial Consortium

PoC
Point of Contact

QI
Quality Indicator

SEO
Systems Engineering Office

SBA
Societal Benefit Area

SDCG
Space Data Coordination Group
SG
Subgroup

SIT
Strategic Implementation Team

SST
Sea Surface Temperature

TMSG 
Terrain Mapping Subgroup

ToR
Terms of Reference

VC
Virtual Constellation

WADC
WGISS Architecture Data Contributions

WCS
Web Coverage Service

WG
Working Group

WGCV
Working Group on Calibration and Validation

WGCapD
Working Group on Capacity Building & Data Democracy
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