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  Envisat/GOMOS 
•  Stellar occultation instrument 
•  UV-VIS: 248-690 nm 

•  O3, NO2, NO3, aerosols,  
•  Scientific products: OClO, Na, PMC, aurora 

•  NIR: 760 nm & 936 nm 
•  O2, H2O 

•  1 KHz photometers: 
•  High resolution T, turbulence 

•  Vertical resolution: 2-4 km 
•  Altitude range 10 – 100 km 

  
Impact of SPE on atmospheric  
composition at 46 km. 
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GOMOS data 
•  Data availability: 

•  2002 – 2012 
•  400 000 nighttime profiles 
•  On-going work to improve day time 

measurements (ESA/SPIN project). 
•  Basically from pole to pole during night 

time (ie. summer pole not measured) 
•  Valid altitude range: 15 – 100 km.  
•  Instrumental problems: 

•  2003 missing data in May 
•  2005 missing data Jan – Jun 
•  Restricted viewing angle since Jun 2005. 
•  Since fall 2011 only few measurements/

orbit 

Lat-month coverage of data 
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Envisat/GOMOS stellar occultation 
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Envisat/GOMOS stellar occultation 
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Data retrieval steps: 
1.  Removal of refractive effects, dilution and scintillation 
2.  Spectral inversion:  

•  Horizontally integrated densities of O3, NO2, NO3, aerosols are fitted 
simultaneously for each altitude using 250-675 nm  

•  Non-linear iterative Levenberg-Marquardt fit. 
•  Error propagation  provided by the algorithm (based on assuming Gaussian 

error) 
•  Assumptions:  

•  Rayleigh and T from ECMWF 
•  Simplified aerosol model (wavelength denpendence) 
•  Cross sections (Ozone Bogumil et al.) 

3.  Vertical inversion:  
•  Vertical density profiles are fitted for each constituent separately  
•  Linear matrix retrieval with Tikhonov regularization and standard linear error 

propagation. 
•  Assumption: locally spherically symmetric atmosphere 



Error sources 
•  Random errors: 

•  Measurement noise 
•  Scintillations 

•  Systematic errors / model uncertainties: 
•  Aerosol model  
•  Cross sections 
•  Temperature, Rayleigh, ECMWF 
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Varying signal to noise ratio 

GOMOS transmissions measured using different stars at 10, 20, 30, 50, 70 km. 
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GOMOS QWG meeting, 25 September 2007    

Scintillations:  
Residuals  R(λ)=Ta(λ) –Tmod(λ) in oblique occultations 



Scintillation: the phenomenon 

vertical occultation oblique occultation 

α

•  Different wavelengths 
see different 
atmosphere 

•  Small scale structures 
are different 

•  Scintillation correction 
applied originally does 
not remove 
perturbations caused 
by this isotropic 
scintillation 



V-6: Parameterization of the correlation function 

30 km 

α=45 deg 
•  The scintillation error was 

parameterized and included as 
correlated modeling error used 
in the fit in addition to 
measurement error 

 

α=45 deg 

measured 

modelled 

Theoretical  
correlation              Parametrization      



GOMOS version 6 vs version 5· χ2   
•  Improved modeling 

of modeling error: 
•  Chi2 values close to 1 
•  Most significant with 

bright stars 
•  Indication of improved 

error estimates  

•  Release of Version 6 
data expected in 
autumn 2012. 
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Random error: error estimates of ozone 

Relative error %                                      
Hot stars 
Medium stars 
Cool stars 

•  Ozone:   
•  Below 15 km ~10% 
•  0.5-4 % stratosphere 
•  2 - 10 % mesosphere 

•  NO2: 10 - 20 % in stratosphere 
•  NO3: 20 - 40 % in stratosphere 
•  Aerosols: 2 – 10% below 25 km; more above 



Systematic errors 
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•  Aerosols are the main 
source of systematic 
errors below 25 km 
•  Uncertainty in 

wavelength 
dependence of the 
aerosol model 
causes 
•   10-20 % 

uncertainty 
below 20 km. 

Impact of aerosol model selection 
Relative difference % 



More systematic errors  
 
 
 

Note – Old figure - 
preliminary  version 
of error estimation. 

•  Temperature: 
< 0.5%  
uncertainty in ozone  
profile at 40 km. 
 

•  Ozone cross 
sections:  
BDM vs Bogumil 
1-1.5%  
uncertainty 
in ozone profiles 



Aging of the instrument 
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STAR 29 − typical
STAR 124 − dim
STAR 9 − bright 

•  Random errors 
increasing due to aging 
of the instrument and 
increasing dark charge in 
particular in the accuracy 
of dim/cool stars. 

•  Expected  
improvement of  
‘cool star problem’  
in new version 6: less 
outliers and error 
estimates useful 

 
 

Bright star 

Typical star 

Dim star 

Time evolution of GOMOS 
error estimates at 40 km. 

V 6 V 5 

 Ozone profiles using star 162 



Validation 
•  A. van Gijsel et al 

compared  GOMOS 
ozone profiles with 
lidars, soundings and 
microwave profiles 

•  Good agreement btw 
20-40 km: ±2%  

•  At 15-20 km GOMOS 
larger by 5-20% 

J. A. E. van Gijsel et al.: GOMOS ozone profile validation 10479
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Fig. 2. As Fig. 1, except filtered for ozone values below 0 and above 1013 molecules per cm3 and with some Thule, Dumont d’Urville and
Legionowo collocations removed.

data is shown on a log-scale from 50 km upward to enhance
visibility. The middle plots show the difference between GO-
MOS and the validation, where the difference is calculated
as: GOMOS�VALIDVALID ⇥100. The green line shows the median
difference, the thick black line corresponds to the mean dif-
ference, the thin black lines illustrate the mean ±1 standard
deviation and the thin grey lines show the mean± 2 standard
errors. The number of used collocated pairs for a given alti-
tude is shown on the right side of the middle panel, whereas
the total number of collocated pairs is shown at the bottom
of the panel. The right panel shows the following quantiles
of the differences (lines from left to right): 2.5%, 16%, 50%
(median), 84% and 97.5%.
The differences between the two analyses in total pairs and

the collocated pairs for some altitudes originate from the dif-
ference in assigned errors to the datasets. In general more
data points in version 5.00 fulfil the criterion of a maximum
error of 20%.
Few outstanding differences between the two versions can

be observed in the median profiles. The small negative bias

from 20 to 50 km has shifted positively. With both versions,
the standard deviation increases substantially below 30 km
due to the presence of some outlier profiles. A large part of
the deviation between the mean and median differences be-
tween 24 and 30 km can be attributed to comparisons with
Dumont d’Urville (66.7⇤ S), Thule (76.5⇤ N) and Legionowo
(52.4⇤N) soundings. A closer investigation at the latter two
sites pointed out that some of these observations include
straylight contamination. At Dumont d’Urville however, the
illumination condition is not the only factor involved, as fully
dark observations still produce outlier ozone concentrations
compared to the soundings. This can be attributed to the in-
creasing spatial variability in this area as time progresses,
given the fact that the June and July comparisons show good
results. As ozone depletion can start already in mid-winter
at the latitude of Dumont d’Urville (Roscoe et al., 1997),
differences with measurements at other latitudes are likely
to be found, which is what we observe in this case – with
the relatively large distance between the (fully dark) satellite
and sonde measurements. In addition, small scale structures

www.atmos-chem-phys.net/10/10473/2010/ Atmos. Chem. Phys., 10, 10473–10488, 2010

A.Van Gijsel et al. ACP GOMOS special issue 2010"



Comparing GOMOS and SAGE III lunar  
NO2 and NO3 

•  NO2: Lat  < 2° 
Lon  < 5° and 
local hour < 2 h 

NO3: Zonal averages  

Hakkarainen et al., ACPD, 2012 



GOMOS error estimates - summary 

J. Tamminen et al.: GOMOS data characterisation 9517

Table 3. GOMOS data characteristics and error contributions due to systematic and random errors. The values correspond to the night-time
measurements. For NO2 the higher altitude limit corresponds to case with high NO2 concentration. (*) The impact of the systematic errors
due to the uncertainty in cross sections for NO2 and NO3is only rough estimate.

Data O3 NO2 NO3 Aerosol
characteristics extinction

Altitude range 15–100 km 20–50 (65) km 25–50 km 10–40 km
range

Resolution 2 km stratosphere 4 km 4 km 4 km
3 km mesosphere

Random errors: 10% around 15 km 30% around 10 km
Measurement noise 0.5–4% stratosphere 10–20% 20–40% 2–10% at 15–25 km
and scintillations 2–10% mesosphere 10–50% 25–40 km

slightly increasing with time

Systematic errors:
Aerosol �20% below 20 km �10% at 15–20 km negligible <10% below 35 km

model selection 1–5% at 20–25 km 0–5% at 20–25 km above 25 km 10–50%
<1% above 25 km negligible elsewhere at 35–40 km

Temperature <0.5% at 30–60 km negligible negligible –
uncertainty negligible elsewhere

Uncertainty in �1% few per-cents (*) few per-cents (*) –
cross sections

Uncertainty in <1% below 20 km negligible negligible <5% below 22 km
neutral density negligible elsewhere 5–15% at 22–40 km

obtained using the GOMOS processor IPF Version 5 but sim-
ilar values are expected in Version 6.

6.3 Comparing error estimates with geographical
validation

Several validation studies based on comparing ground based
and balloon borne instruments with GOMOS O3 profiles
show bias of less than ±2% between 20–40 km in tropics
and middle latitudes (Meijer et al., 2004; van Gijsel et al.,
2010). This is in good agreement with the results presented
here indicating that the random error is dominating the GO-
MOS error budget. Also, the validation studies show that
the bias is independent on stellar characteristics, tempera-
ture and magnitude even though in individual profiles the
precision depends strongly on the star (Meijer et al., 2004;
van Gijsel et al., 2010). Also, a slightly larger negative bias
(5–10%) is observed at high latitudes (Meijer et al., 2004;
Tamminen et al., 2006; van Gijsel et al., 2010). That could
possible be related to the illumiation condition of the mea-
surements at high latitudes in the North, but more work is
needed to understand properly the reason for this. The esti-
mated precision of the GOMOS measurements is at low al-
titudes (close to tropopause) about 10% and systematic error
20% (due to the uncertainty in aerosols). Validation stud-
ies show also systematic positive bias of (10-30%) close to

tropopause Meijer et al. (2004); Mze et al. (2010); van Gi-
jsel et al. (2010), which might be related to the uncertainty in
the aerosol model selection. For a recent review of GOMOS
validation results, see Bertaux et al. (2010).
The validation of NO2 and NO3 profiles is challenging

due to the large diurnal variability in their concentration and
limited number of reference measurements. In Verronen
et al. (2009) 5–15% agreement with Envisat/MIPAS instru-
ment and GOMOS was found in the stratosphere. Validation
of GOMOS NO2 and NO3 with limited number of balloon
borne measurements was performed in Renard et al. (2008)
where no systematic bias in the profiles was found. Also,
preliminary comparisons with GOMOS and SAGE III lunar
occultations of NO3 does not show any significant systematic
bias (personal communication with Janne Hakkarainen).

7 Summary

The stellar occultation instrument GOMOS, on-board the
Envisat satellite, was launched in 2002. Since then, it has
provided global measurements of O3, NO2, NO3 and aerosol
profiles with high vertical resolution. We have here dis-
cussed the data characterisation and error estimation of O3,
NO2, NO3 and aerosol profiles of GOMOS night-time occul-
tations.

www.atmos-chem-phys.net/10/9505/2010/ Atmos. Chem. Phys., 10, 9505–9519, 2010

From Tamminen et al ACP 2010 



Summary 
•  Envisat/GOMOS measurements from pole to pole 

2002-2012 
•  Random errors dominating in stratosphere 
•  In UTLS aerosols main cause for systematic errors 
•  Other error sources have only small effect 
•  Aging of the instrument 

•  Decreasing precision  
•  Increasing cool star problem (expected improvement in 

Version 6) 
•  Version 6 data with improved error characterization 

expected in summer/autumn 2012 
•  On average good agreement with ground based and 

satellite instruments. 





GOMOS resolution 
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•  Vertical sampling 
resolution 0.2-1.7 km 

•  Tikhonov 
regularization applied 

•  Vertical resolution of 
ozone: 
•  2 km below 30 km 
•  3 km above 40 km 

Geometrical averaging kernels 



Hot stars 
Medium stars 
Cool stars 

Error estimates of NO2, NO3 and aerosols 





Altitude range of measurements 
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Latitude/month coverage and stars 
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