
DLR’s terrabyte platform
An EO high performance data analytics platform

Cooperation with Leibniz Supercomputing Center (LRZ)

− 16 Million Euro costs for hardware (storage, compute)

− LRZ provides in-kind contribution for setup, maintenance, 
and operations of infrastructure and compute services

− DLR provides EO and geospatial data, services for data 
discovery & analysis, and user support 

− Accessible to all DLR and LRZ users as well as project
partners and collaborators 

Highlights of terrabyte

− Data is described with STAC metadata and provided with STAC API

− Analysis Ready Data are generated for data archives

− Ingestion of global Sentinel, Landsat, and MODIS data

− Virtual Data Cubes based on STAC, xarray, and Dask

− Interactive applications in the browser (e.g., JupyterLab, QGIS)

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

Online storage
50 Petabyte (net)

Compute
44.000 vCPUs
188 GPUs
333 TB RAM

1



Dr. Jonas Eberle, Max Schwinger (Project leads)

CEOS WGISS-56 – 24.10.2023

DLR’s terrabyte platform



Activities of DLR‘s German Remote Sensing Data Center

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

EO payload ground segment
as part of DLR‘s space infrastructure

Implementation of national missions
Copernicus and int. mission participation
Services and industry support

Efficient big data processing, 
EO exploitation platforms,
Modern ground segments

Knowledge gain, products, transfer and 
neutral political advice

EO informatics
for research infrastructures

Research with EO data
on relevant social topics



Activities of DLR‘s German Remote Sensing Data Center

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

EO payload ground segment
as part of DLR‘s space infrastructure

EO informatics
for research infrastructures

Sentinel-5p PDGS

Research with EO data
on relevant social topics



terrabyte
Overview

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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An EO high performance data analytics platform
Cooperation with Leibniz Supercomputing Center (LRZ)

− 16 Million Euro costs for hardware (storage, compute)

− LRZ provides in-kind contribution for setup, maintenance, 
and operations of infrastructure and compute services

− DLR provides EO and geospatial data, services for data 
discovery & analysis, and user support 

− Accessible to all DLR and LRZ users as well as project
partners and collaborators 

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023

Online storage
50 Petabyte (net)

Compute
44.000 vCPUs
188 GPUs
333 TB RAM
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terrabyte Infrastructure
A hybrid environment for compute and services

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

terrabyte
Data Science Storage (Online)

DLR 
Long-term Archive (D-SDA)

terrabyte
HPC

terrabyte
Cloud (2024)

~360 Gbit/s
Infiniband

~160 Gbit/s
Infiniband, Ethernet

10-100 Gbit/s
Ethernet

External Data Hubs 
(e.g., ESA, USGS, NASA)

2 x 100 Gbit/s*
DFN / X-WiN

* Limited to the capabilities of the external data hubs 
and shared with other users at LRZ!
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Workflow engine

Compute InterfaceMetadata catalogue

Base computing resources User authentication & user support

Interoperable services

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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terrabyte Services
Software stack for base services



terrabyte
Data Discovery & Analysis

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

stac-fastapi / pgstac

STAC-oriented architecture

Data Ingestion System 
from various data providers
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EO data catalog
User catalog
Project catalog



Data ingestion

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

USGS
M2M API

NASA 
LPDAAC

NASA ASF CreoDIAS ESA CDSE

Landsat MODIS Sentinel-1 Sentinel-2 Sentinel

DLR 
D-SDA

Sentinel-1
Sentinel-2 L1C

Sentinel-3
Sentinel-5p

terrabyte
Data Science Storage (Online)

WANInternet

NASA 
NSIDC 
DAAC

Géant
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Generating and providing Analysis Ready Data

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

▪ Sentinel-1 Normalized Radar Backscatter

▪ Complete archive based on Sentinel-1 SLC

▪ Based on CEOS ARD NRB specification

▪ Reprocessing from Level-0 to Level-1 useful

▪ Conduct processing as “background missions”

▪ Sentinel-2 L2A MAJA (DLR-IMF)

▪ Currently: Europe 2018 – 2022

S1_NRBpyroSAR

RTC processing
NRB format 

packaging
Scene selection 

(STAC)
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terrabyte Data Cube
based on STAC, xarray, Pandas, and Dask

▪ No pre-defined data cubes → „virtual data cubes”

▪ Build on top of Open Data Cube STAC (odc-stac)

▪ Usage of terrabyte HPC out of the box

▪ Initial use case: World Settlement Footprint

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

World Settlement Footprint

OpenEO

▪ Backend in development (in exchange with 
EODC, Eurac Research, IBM Research)

▪ Based on terrabyte Data Cube

13



terrabyte Data Cube
based on STAC, xarray, Pandas, and Dask

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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STAC Item
Assets of a MODIS SnowCover tile (HDF format)

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023



terrabyte
Interactive applications

Dr. Jonas Eberle, German Remote Sensing Data Center, 21.07.2023
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Compute Portal in the browser
JupyterLab, QGIS, Visual Studio Code, R-Studio Server

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023
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Compute Portal in the browser
JupyterLab

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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Compute Portal in the browser
JupyterLab

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023
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Compute Portal in the browser
QGIS

Dr. Jonas Eberle, German Remote Sensing Data Center, 09.05.2023
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terrabyte
Platform cooperation

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023
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Federation of services and platforms

Dr. Jonas Eberle, German Remote Sensing Data Center, 24.10.2023

Data Space

Extern 
federated 
platforms

Archive storage
60 Petabyte

Online storage
50 Petabyte (net)

Compute
44.000 vCPUs
188 GPUs
333 TB RAM 10 – 100 

Gbit/s

HPC Cloud

Analytics

Data Management

Data Catalog

Data Cubes ARD
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Thank you for your attention!
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