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1. Executive Summary

Two key aspects of serving Earth Observation data to users are Data Discovery (or Search) and Data Access.  In the current Global Earth Observation System of Systems (GEOSS) framework, these roles are largely intended to be filled by Open Geospatial Consortium (OGC) protocols, such as Catalogue Service for the Web (CSW) for discovery and W*S (meaning Web Feature Service (WFS), Web Coverage Service (WCS), or Web Mapping Service (WMS)) for access.  One aim of data systems is to provide support for these discovery and access activities in a seamless, linked fashion.  However, this is a challenge in the GEOSS framework, as the OGC-dominant modes of access often do not fit well with the structure of the catalogs supporting the Search.  Specifically, there is a complex relationship between the concepts of “Coverages” and “Layers” to the datasets and stored data files that are registered in the catalogs for Discovery.  The relationship is further complicated for Level 1 and 2 (swath/orbit/scene) data, where spatial location is not on a regular grid and is a complex function of time. This paper discusses these issues in the context of models for discovery and access and presents examples that expose the discontinuity between the models.  The paper lays out an approach to resolving these differences.  This approach works to minimize the need for users to understand the physical structures and storage techniques used to manage remote sensing data.
2. Introduction

The Committee on Earth Observing Systems’ (CEOS) Working Group on Information Systems and Services (WGISS) is focused on the coordination and exchange of information and systems related to remotely sensed Earth Observation (EO) data.  This includes the evaluation of mechanisms and technologies related to interoperability and which enable the concept of a “systems of systems”, such as GEOSS.

One sub-group within WGISS, the WGISS Architecture and Data Contributions (WADC) is working on ways to improve the harmonization between remotely sensed data, and the systems that manage that data.  WADC is currently developing some recommendations to the GEOSS Common Infrastructure (GCI) in order to more effectively incorporate remotely sensed data and the data systems which provide it.

Initially, those recommendations are manifest in a domain model
 for GEOSS.  This domain model is consistent with the GCI Concept of Operations, but adds in the experiences and realities of running large-volume remote sensing observation and data systems.   This model reflects the physical nature of earth observations, how those observations are managed and persisted in information technology resources, and the natural way of organizing things based on the concepts of categorization and classification into types and instances of those types.  

Within the Earth Observation remote sensing community, there are well established ways of supporting discovery and access, within this paradigm.  It is recognized that contemporary investments continue to improve on these mechanisms.  The problem of seamless discovery and access represents a different usage of remote sensing data - one that represents how some users want to be able to discover, leverage and directly incorporate this data into their research and applications.   For example, these users are not interested receiving a large volume of files to wade through, but rather would prefer to receive a slice of common parameters extracted from a set of files.
This new paradigm of “seamless” can be viewed from two orthogonal perspectives.  First is the concept of seamless, where users desire to perform just one action to leverage data assets, not the distinct steps of discovery, followed by access.  A second view of “seamless” is that it isolates users from the realities of the physical boundaries and structures of the data, as it persists in operational system.

The purpose of this paper is to explore the impacts of this new paradigm of “seamless” discovery and access.  In the paper we discuss a set of Use Cases and scenarios which support them to define the problem of discovery and access of remotely sensed data.  Then the paper offers a set of real-world scenarios within the EO community that illustrate the concept of “seamless”.  Finally, the paper concludes with a set of recommendations for actions that are consistent with the vision of GEOSS, but more effective in supporting the direct incorporation of remote sensing data.  
3. Definitions

Browse:  Browse data is a representation of a dataset or granule.  Browse is typically a lower resolution version of the data itself.  By intent it is provided to help users determine the applicability of a particular data item.  For example a browse image of a MODIS granule would provide a scientist insight into the cloud coverage over a particular area of interest.  With a quick glance the scientist would be able to determine whether or not the granule would have value for their application.
Catalog:  Catalogs are mechanisms that represent resources available for discovery and access.  Directories and Inventories are two types of catalogs.  In this paper we use the specific term “directory” or “inventory” whenever possible.
Coverage:  A continuous data field spanning a specific spatiotemporal domain; or a feature that acts as a function to return values from its range for any direct position within its spatiotemporal domain.  .

Data product: A packaged piece of a dataset.  The data product encapsulates attributes such as the format, data structures, and the suite of variables included in a granule member of the dataset. (See Granule.)

Dataset: A named collection of logically related data values (modified from li-gis.cancer.gov/maps/terms.html), including a prescribed set of variables spanning a specific spatiotemporal domain.

Directory:  A computer system that manages information about Datasets and Inventories.  Directories support users in their quest to discovery types of data that might be fit for their use.

Granule: The smallest independently managed segment of a dataset, usually representing a small portion of the overall time and/or spatial area covered by the dataset as a whole.  A granule is most often a file, but in some cases is a group of related files that must remain together to be usable.

Inventory:  A computer system that manages information about a set of data objects (granules).  Inventories provide a query interface to external users, to support discovery of items of interest and understanding of those potential items of interest through metadata.

Layer:  An individual map rendered for a specific spatial area, usually representing a single theme.

Observation – Information representing an individual view of a sensor at a snapshot in time.
Virtual Data Product: A data product that is created dynamically (on the fly).  These products are represented as an entity that exists to users, even though it doesn’t exist as represented before an access request is made.  It will be accessible as represented, through translation/transformation services as needed.  All of this is invisible to users.

4. Discovery and Access of Remote Sensing Data

Discovery and Access are two foundational activities that support the use of remote sensing data.  The CEOS WGISS Integrated Catalog (CWIC)
 project defines a set of Use Cases that define the scope and usage patterns of a common infrastructure for the discovery and access to this data. CWIC has identified four basic Use Cases for its initial phase.  Two of those Use Cases, “Search for Data” and “Access Data” specifically target these topics.

The “Search for Data” Use Case defines interactions and mechanisms of discovering data.  These represent the functionality that is intended to support users (and the applications that they use) in finding suitable datasets and granules that meet their interest criteria.  “Access Data” logically follows those discovery interactions.  This Use Case represents the functionality that supports the delivery of specified data to users.  Without providing a complete Use Case specification, including alternative flows and exceptions, we can offer a high level set of scenarios, which support these two fundamental System Use Cases.

However, while these interactions are well understood within the EO user community, it is also known that they are often limiting, or burdensome for some users.  For some applications, it is much more effective to find a relevant set of data then to access just portions of that.  This is a subtly different use case, which might be called “Search and Access Data”. 
Appendix A includes a summary of the scenarios which support these three Use Cases.
4.1. Data Processing Levels

The remote sensing community has a well-established practice of categorizing satellite data into “levels”.  These levels correlate to a nominal level of processing – from raw senor data to highly processed and integrated summary data products.  The need for a seamless discovery and access capability may be common across many types of remotes sensing data.  However, for satellite data, the data processing level can have a strong influence on the ability to present the data as coverages or layers:

· Level 0 data are full-resolution raw instrument/payload data.  They are intended primarily for further processing to higher levels, not for direct use.

· Level 1A data are reorganized full-resolution versions of Level 0 data, with calibration information appended but not applied.

· Level 1B data are Level 1A data that have been geolocated and processed to sensor units.

· Level 2 data are derived geophysical variables at the same resolution (usually) and location as the Level 1 data.

· Level 3 data are temporally and/or spatially averaged data on regular grids.

Level 0 and 1A data are almost never presented as layers or coverages, due to the rawness and lack of geolocation.  Level 1B and Level 2 are geolocated, but in “swath” or “orbital” coordinates, more observation-oriented, not on a regular grid.  This requires projection onto a regular grid to present them as WMS layers or WCS coverages.  While feasible, this operation is not trivial, either scientifically or technically:  required processing power can be substantial, decisions must be made and implemented regarding quality-based filtering, and the peculiar space-time pattern of most orbits does not map well to the regular space and time grids expected in OGC WxS services.

Level 3 regularly gridded data are the most amenable to WMS and WCS services, but are typically created with a significant loss of spatial and temporal resolution relative to Level 2 data.

It is important to acknowledge that there are very different demands and expectations related to the discovery and access of data from different levels.   For example, there are many more instances of observation oriented data (particularly Level 1a and 1b).  A collection of Level 1b data may have many millions of granules, each representing a different observation.  Additionally, these granules may be very significant in size, perhaps measured in gigabytes per granule.  In contrast, Level 3 data is summary in nature, perhaps a monthly average.  Looking for the right set of granules out of millions is much more of a challenge than selecting the right month for analysis.  Furthermore, there are many other issues pertaining to the delivery and usage of data that is much larger. (For example, it might be reasonable to ask for a series of summary products representing a year to be delivered to your desktop.  However, asking for a year’s worth of Level 1b data is quite another story.)  The remote sensing community has well established conventions of establishing directories to support the discovery of types of data and inventories to manage the representations of the hundreds of millions of individual granules. 

4.2. Issues Linking Discovery to Access Seamlessly

There are a set of significant issues that stand in the way of a practical, interoperable approach to seamlessly discovering and accessing remote sensing data.  This section presents an initial set of those challenges.
4.2.1. Issue: Granule access vs. Coverage/Layer access

An original data product is often stored and therefore inventoried as granules; that inventory typically does not provide indexes to the data as coverages or layers, for a variety of reasons. For instance, the number of coverages can number in the hundreds resulting in a very large number of entities to manage.  Also, coverages are often meant to be served in groups, such as when a mean-value coverage is accompanied by coverages recording the standard deviation and counts.

A prototype was sponsored by the Landsat Data Continuity Mission (LDCM) and focused on the delivery of Landsat image data using the WCS.  The data used for the prototype came originally from the global land survey (GLS) collection and later from the Landsat level-1 standard product.  The number of scenes was limited, both spatially and temporally, to a few hundred scenes.  Each scene was represented as a WCS coverage with the scene ID as the coverage name.  This makes it easy to build a WCS request, based on information in the metadata used to retrieve the data.  It is also straightforward from an implementation standpoint as the data for each scene is contained in a single file.  The problem with this approach is that the response to a WCS.GetCapabilities request can get large quickly.  Many WCS clients have an interactive mode that issues a GetCapabilities request and presents a list of coverages to the end user.  The user can then select one or more coverages and retrieve the data.  If this approach were to be applied to the entire Landsat archive, for example, the GetCapabilities request would return several hundred thousand coverages, which will generally overwhelm the client (the list is typically displayed as a scrolling list or drop-down menu) and would be unwieldy for the end user.  The challenge therefore becomes how to normalize on what “GetCapabilities” means for L1 data.
Representing each scene as a separate WCS coverage with the scene ID as the coverage name makes it trivial to generate a GetCoverage or DescribeCoverage request from the scene metadata.  Unfortunately, as noted above, this does not work well with the GetCapabilities request.  This needs further investigation; some possibilities are generating a coverage for each path/row and allowing a search by date or generating a coverage by date.  The path/row coverage solution might work well for the existing Landsat archive, where scenes have a consistent footprint, but it would be a problem for sensors that can be pointed off-nadir (e.g. Aster and EO-1).  Also, searching by date is a potential problem for a collection like Landsat which has a 16-day repeat cycle.  For example, if a GetCoverage requests specifies a date between two Landsat acquisitions, one option is the service could return the closest date, but there is no specification in the WCS protocol to indicate which date was chosen.  The only alternative is to return an exception unless the requested date matches exactly.

4.2.2. Issue: Data Product to Coverage/Layer Mapping

Another complication is that many Earth Observation datasets are packaged in a manner that does not map well to the Coverage and Layer models of WCS and WMS.  For example, the Atmospheric Infrared Sounder (AIRS) gridded data are packaged as individual “granules” (each granule is in its own file) representing time slices of the data.  For example, each daily AIRS granule contains data for one day.  However, the granules contain many data and ancillary variables relating to temperature, moisture and trace gases.  Consequently, each granule can map to multiple WCS coverages, where each coverage is a data variable.  The WMS layer mapping is even more complex, as some of the variables have a vertical dimension, which multiplies the number of potential layers for those variables.  Thus, any directory of dataset-level information has potentially many coverages or layers to point to. WMS layers in particular are often offered through more than one Web Map Server, each one catering to different communities, multiplying the mapping even more.  Complicating this mapping further is the fact that the Web Coverage Server or Web Mapping Server will typically serve the coverages or layers from multiple data products, each with potentially many layers or coverages.  Thus, if a dataset metadata record (e.g., ISO 19115 record or CSW response) shows only, say, a WCS service endpoint or a link to its GetCapabilities document, some further work must be done by the user or client to determine which of the many coverages or layers within that GetCapabilities document is the sought-for layer/coverage.  Even if the record lists multiple DescribeCoverage / GetCoverage  or GetMap links, there is no reliable way to determine which corresponds to the desired coverage or layer. 

This ambiguity was demonstrated during a NASA funded project to provide CSW access to the Thematic Realtime Environmental Distributed Data Services (THREDDS) catalogs.  A technical note was submitted to the Standards and Processes Group of NASA’s Earth Science Data Systems Working Groups: http://www.esdswg.org/spg/rfc/esds-rfc-014.

4.2.3. Issue: Grouping related variables

Some Data Variables are meant to be coupled with other variables (e.g. Quality Control variables.  This may be supportable in WCS 1.3, but is not supported in earlier versions of WCS or any versions of WMS.  Thus, indexing from the catalog directly into individual coverages or layers carries the risk omitting important ancillary data at the access step.

4.2.4. Issue: Constructing coverages/layers from granules

While on-the-fly creation of coverages from a granule-based Level 2 dataset might solve much of the inventory ambiguity, from a practical standpoint it is still problematic, both in terms of performance and a regularized time dimension, as the following use case demonstrates.

NASA funded a project to make Atmospheric Infrared Sounder (AIRS) Level 2 data over certain reference sites available to end users via a Web Coverage Server fronted by an OPeNDAP gateway. The desire on the part of the users, many of whom were modelers, was to access the dataset as a 4-dimensional cube in x (longitude), y(latitude), t (time) and z (pressure).  The WCS protocol does indeed support this, but with an implicit assumption that x, y, t and z are independent variables, and the observation is the only dependent variable.  In fact, x and y are a function of t due to the motion of the sun-synchronous satellite.  As a result, the data do not occur on a regular x,y,t grid, but rather in a complex functional relationship.  In order to present the AIRS swath data as a regular x,y,t,z grid, an attempt was made to regularize the grid in space and time.  Since a given grid cell can have 0, 1, 2 or many observations during a given time range (e.g., one day), this necessitated both averaging and interpolation in both space and time.  Both of these operations are fraught with science considerations (e.g., whether and how to weight pixels by quality level), and result in essentially displacing the observations up to several hours in time from the actual occurrence of the observation.  For diurnally varying atmospheric phenomena (e.g. air temperature), this can be a significant factor.

From a practical standpoint, the WCS service in the Coordinated Enhanced Observing Period (CEOP) Satellite Data Server case could be offered for only limited spatial extents, i.e., 250km-square areas over ~30 reference sites.  To illustrate the potential magnitude of this consider that a global coverage request for the full two year observing period for the project would require 170,000 input files (240 per day).

4.2.5. Issue: Handling data gaps in time or space

Remote sensing data are most often granularized according to the data collection time.  As a result, granule-based views of the inventory can expose explicitly the gaps in time coverage that may result from instrument or platform anomalies or simply duty cycle.  However, if the data are presented along the coverage axis, covering extended time periods (or even the life of the mission), it is more difficult to expose any time gaps at the discovery step.  A similar argument holds for spatial gaps, which may arise from orbital patterns, the aforementioned time gaps, or simply where geophysical parameters can be retrieved.  Although a coverage can be bounded for a contiguous spatial area and thus return properly in a spatial search, any discontinuous gaps inside the contiguous area are necessarily hidden at the discovery step.

For example, the Multi-angle Imaging SpectroRadiometer (MISR) has a fairly narrow coverage, with significant areas over which parameters such as Aerosol Optical Depth cannot be retrieved ( Figure 1).  
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Figure 1.  MISR Aerosol Optical Depth for Jan. 1, 2001, showing gaps in data coverage due to the narrow scan width and failure to retrieve data in some areas.

As a result, the GetCapabilities and DescribeCoverage at, say, a daily gridded level provides a misleading characterization of data coverage, with the result that many WCS requests will return a data payload of fill values.  On the other hand, searching for a particular location through the Level 2 data granules will return only the data explicitly matching the user's region of interest; the Level 2 metadata returned can thus convey the actual data coverage (Figure 2).
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Figure 2.  Coverage generated from metadata for four Level 2 MISR granules for Jan. 1, 2001.

5. Recommendations

There are standards and tools available to support the discovery and access to remote sensing data currently in use.  With a common understanding and usage, these tools can become more effective and support a more seamless transition between discovery and access.  

However, the tools vary between the levels of the data in use.  The following sections identify an approach for both observation oriented data (L1 and L2) and for summary data (L3+).

5.1. Observation Oriented, L1 and L2 Data

For discovery, the OCG standard CSW is valid for searching through high volumes of data.  This is an acceptable approach for much of the L1/L2 user community.  As metadata models are normalized, the use of CSW will become more effective, and more widely used.

Appropriate access varies, dependent on end user application.  WMS servers are a good basis for presenting and delivering some L1/L2 data.  Furthermore, WMS may be valuable as a delivery mechanism for a “browse” function.

Recommendations

1) Work to establish a common metadata model for facilitating the discovery of L1/L2 data.  With a common set of search criteria users can issue queries that would result in the discovery of a variety of types of data, from different locations.   A common use of metadata would need to account for the variances between different types of L1 and L2 data (e.g. – different representations of swaths).

2) Integrate this common model into a common usage of CSW for discovery.  Contemporary common access services are very flexible and powerful.  However, the effect of this flexibility is that it may not be clear as to how to best use the variety of operations and parameters required to access data.  These best practices would call out successful ways to utilize the different service operations.  An initial base suite of access services would include WMS, OPeNDAP, and direct URL access.  Ideally, the best practices would provide advice as to what services might be best to use, based on data type and application.

3) Develop a “best practice” for using WMS  delivery of browse and other data portrayal or visualization applications.  This recommendation should account for, and be consistent with (as much as practical) the current OGC Best Practices and Profiles.

4) Investigate approaches for integrating CSW and common access service invocations with a goal of minimizing the “seam”.

5) Explore usage of the OGC WPS as a way to represent during discovery and create virtual products on the fly during data access.

5.2. Summary oriented, L3+ Data

Many users of L3+ data don’t want to search for data granules.  They are not interested in the issues of data types, servers, and granules. Those users would rather specify their needs in an intuitive, graphical user interface, with the results presented in a visualization tool.  Usage of, and analysis based on L3+ data, is evolving more to a scenario where users want to be able to dynamically integrate data of different types, from different sources into a single experience, within powerful desktop tools.  For example, within one analysis experiment a scientist may want to access data from different sources that is stored in table structures.  However, some of the tables may be 2-dimensional, but not the same dimensions.  Other data needed may be stored in 3-dimensional structures, with variance of the third dimension.  

If searching is a necessary step, the L3+ data may need to be represented in a way that is different from the way it is physically stored.  Searching for L3+ data would be improved with establishing some commonality across L3+ data representations, inventories which represent them and the servers which provide them to the user community.

Recommendations

1) Develop a uniform approach to the use of WCS for representing L3+ data.   This may require analysis and redefinition of some WCS operations in the context of high-level, remote sensing data.

2) For cases where independent discovery is necessary, develop a “best practice” for representing L3+ data at both directory and inventory level catalogs.
6. Conclusion

The WADC recognizes the importance of providing EO data to its user community in ways that maximize the value of the data and minimize the barriers to access.  We submit that the best solution to offering seamless discovery and access will use a framework that meets these needs:

· Uniformly represent data products and how they are portrayed in directories and inventories. 

· Allows for a separation of how data is stored from how its users want to discover and access it.

· Provides common mechanisms to support the interactions the user community needs.
· Minimizes the transition between discovery and access.
· Leverages existing standards, applying and refactoring them as needed.

By establishing a commonly practiced framework of patterns that meet these we could develop “best practices” for addressing this type of usage pattern.  With that set of “best practices,” and the experience that formed them, the EO community (its users and providers) will be better prepared to offer new standards that meet the desire of a more seamless experience in dealing with remotely sensed data.

Appendix A

WGISS Search and Access Use Cases

The following scenarios support the “Search for Data” Use Case.  Note that the entries in the tables aren’t necessarily a sequence of scenarios. There is no implied order in this listing.  Some of these scenarios are alternatives from the nominal flow.
	Discovery Scenario 
	Description

	DiscoverDataSet
	A user defines a set of characteristics that are used to identify candidate datasets.

	InspectDataSet
	A user learns more about a selected Dataset.  This would include metadata attributes of the dataset, any summary information and potentially and related DataProducts.

	DiscoverDataProduct
	A user defines a set of characteristics that are used to identify candidate DataProducts. 

	InspectDataProduct
	A user learns more about a selected DataProduct.

	DiscoverGranules


	A user defines a set of characteristics that are used to identify candidate granules.

	InspectGranule
	A user learns more about the selected granule.  Includes granule browse.

	SingleStageDiscovery
	A composition of DiscoverDataset and DiscoverGranule, with the system supporting the linking of these two.  One effect of this scenario is that a surprisingly large number of results may be returned, if the user’s spatio-temporal constraints are broad.

	DistributeQuery
	The system determines appropriate inventory partners and sends user query characteristics to those partners.

	IntegrateResults
	The system manages the asynchronous replies from the participating inventory partners.

	ResultsSetNavigation
	The user will interact with a potentially large set of results from participating inventory partners.

	DetermineAvailableServicesForDataSet
	A user requests a list of services that are available on a selected Dataset.  This may include a list of the potential Dataproducts supporting a Dataset.

	DetermineAvailableServicesForGranule
	A user requests a list of services that are available on a selected granule.


These scenarios support the “Access Data” Use Case.  

	Access Scenario 
	Description

	DetermineAccessMechanism
	Given some choices of Access mechanisms, the user gets information about those services, and selects the service of interest.

	OrderData
	A user requests data to be packaged into an order, on a provider-by-provider basis.

	OrderFulfillment
	A data provider fulfills the order request and reports status to the user.

	OnlineAccessofGranule
	The user gets file level access of data, in the form of a whole granule.

	DiscoverVisualizatonClient
	Once a users selects an access service, if a specialized UI client is required, the user is notified, and offered an opportunity to download, if necessary.

	ProvideParameterstoAccessService
	The user interacts with the Access Service, possibly through the dedicated UI.

	AssembleLayerfromGranules
	If necessary, the data/service provider will assemble and transform information from a set of data, in preparation for consumption or distribution to the user.

	InvokeWebMappingService
	Having selected to use a WMS service to access data, the user interacts with the UI, and invokes the service to display, or modify the existing display.

	InvokeWebCoverageService
	Having selected to use a WCS service to access data, the user interacts with the UI, and invokes the service to display, or modify the existing display.


These scenarios would support an alternative “Search and Access Data” Use Case.  

	Search and Access Scenario 
	Description

	DiscoverDataProduct
	A user defines a set of characteristics that are used to identify candidate DataProducts. 

	InspectDataProduct
	A user learns more about a selected DataProduct.

	Assess Access Methods
	A users determines different mechanisms for accessing portions of the DataProduct.  Examples of Access Services include OPeNDAP, WebMapping Service, WebCoverage Service and Web Feature Service.

	DiscoverAccessClient
	Once a user selects an access service, if a specialized UI client is required, the user is notified, and offered an opportunity to download, if necessary.

	Access Desired Data
	The user interacts with a Web-based user interface to the selected Access Service.  The user provides input via visual controls, which are translated to parameters.  The service collects appropriate data elements, transforms them as appropriate then sends the resultant data to the user, often for visualization.


Appendix B 

Acronyms

AIRS – Atmospheric Infrared Sounder

CEOP – Coordinated Enhanced Observing Period

CEOS – Committee on Earth Observation Satellites

CSW – Catalogue Service for the Web

CWIC – CEOS WGISS Integrated Catalog

EO – Earth Observation

GCI – GEOSS Common Infrastructure

GEOSS – Global Earth Observing System of Systems

GLS – Global Land Survey

ISO – International Standards Organization

LDCM – Landsat Data Continuity Mission

NASA – National Aeronautics and Space Administration

OGC – Open Geospatial Consortium

OPeNDAP - Open-Source Project for a Network Data Access Protocol
THREDDS - Thematic Real-Time Environmental Distributed Data Services
UI – User Interface

WADC – WGISS Architecture and Data Contributions

W*S – Web (variable: Feature or Mapping or Coverage or Portrayal) Service

WCS – Web Coverage Service

WFS – Web Feature Service

WGISS – Working Group on Information Systems and Services

WMS – Web Mapping Service

WPS – Web Portrayal Service

� More information on the WGISS WADC domain model can be found at the WADC website (http://www.ceos.org/index.php?option=com_content&view=category&layout=blog&id=154&Itemid=225)


� For more information on the CWIC project, please visit the WADC website:  http://www.ceos.org/index.php?option=com_content&view=category&layout=blog&id=154&Itemid=225


� For more details, see the OGC document 07-063r1,_OpenGIS_Web_Map_Services_-_Application_Profile_for_EO_Products





